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SUMMARY

A central difficulty facing study of the origin of life on
Earth is evaluating the relevance of different pro-
posed prebiotic scenarios. Perhaps the most estab-
lished feature of the origin of life was the progression
through an RNA World, a prebiotic stage dominated
by functional RNA. We use the appearance of pro-
teins in the RNA World to understand the prebiotic
milieu and develop a criterion to evaluate proposed
synthetic scenarios. Current consensus suggests
that the earliest amino acids of the genetic code
were anionic or small hydrophobic or polar amino
acids. However, the ability to interact with the RNA
World would have been a crucial feature of early
proteins. To determine which amino acids would be
important for the RNAWorld, we analyze non-biolog-
ical protein-aptamer complexes in which the RNA or
DNA is the result of in vitro evolution. This approach
avoids confounding effects of biological context and
evolutionary history. We use bioinformatic analysis
and molecular dynamics simulations to characterize
these complexes. We find that positively charged
and aromatic amino acids are over-represented
whereas small hydrophobic amino acids are under-
represented. Binding enthalpy is found to be primar-
ily electrostatic, with positively charged amino acids
contributing cooperatively to binding enthalpy. Argi-
nine dominates all modes of interaction at the inter-
face. These results suggest that proposed prebiotic
syntheses must be compatible with cationic amino
acids, particularly arginine or a biophysically similar
amino acid, in order to be relevant to the invention
of protein by the RNA World.

INTRODUCTION

Understanding the origin of life is an important but thorny prob-

lem in biology. A major conceptual difficulty in this field is evalu-

ating the relevance of different proposed prebiotic scenarios.
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Here, we reason backward from our best knowledge of early

life to develop a criterion to evaluate prebiotic synthesis sce-

narios for amino acids. Perhaps the most robust theory of the

origin of life is the presence of an RNA World, in which RNA ful-

filledmost of the functions of the early cell. The revelation that the

catalytic center of the ribosome is a ribozyme is strong evidence

that protein coding was invented within the RNA World [1].

Indeed, several authors have suggested that the earliest coded

peptides were not catalysts, but instead served to stabilize func-

tional RNA [2–4]. Although the RNA World was likely to contain

amino acids and short peptides [5], the invention of coded pro-

tein synthesis marked a major evolutionary transition.

Many studies have attempted to outline the order of addition of

amino acids to the code, based primarily on estimations of pre-

biotic availability or chemical or evolutionary hypotheses [6].

However, it is not clear that prebiotic abundance should be

correlated with entry into the genetic code, and the connection

between various hypotheses and the origin of life is also uncer-

tain. Therefore, we approach the question of early amino acids

of the genetic code in terms of biophysical importance to the

RNAWorld. Because proteins presumably joined a protobiology

dominated by RNA [1], their earliest functions would have

involved close interaction with RNA. We analyze biophysical

properties and amino acids that promote interaction with RNA.

Because the exact amino acids of early life may differ from those

today, we focus on general properties that may characterize

classes of amino acids.

Previous analyses of the structures of biological protein-RNA

complexes have highlighted the importance of hydrogen

bonding in particular, with nonpolar residues aiding packing

and aromatic residues stacking in the complex [7–26]. Most

studies have focused on the role of hydrogen bonding in base

recognition, suggesting that these interactions could be largely

sufficient for specificity [24]. Some studies also highlight the

role of positively charged amino acids, arginine and lysine, in

mediating protein-DNA associations [10, 12, 13, 27, 28]. The

positively charged amino acids can interact with nucleic acids

via multiple modes [20, 21, 29, 30].

Although many protein-RNA complexes are known from

biology, a major confounding factor is that these complexes

have been subject to unknown evolutionary and functional con-

straints that may not be relevant to the binding interaction. With

this caveat, algorithms based on a meta-analysis of biological
Ltd.
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Figure 1. Frequency of Charged Residues per Protein in Aptamer-Binding Proteins

Number of positive and negative residues in each (A) protein, (B) interface, and (C) solvating region of the protein-aptamer complex. The area of the circle is

proportional to the protein length. The legend indicates whether the aptamer is RNA (green) or DNA (purple) or whether standard aptamer evolution had failed

repeatedly (red). The phrase ‘‘w/ligands’’ indicates that the PDB structure contains ordered ligands (i.e., ions or small molecules) aside from the nucleic acid and

protein.

See also Tables S1, S2, and S3.
protein-DNA and protein-RNA complexes have been developed

to predict potential DNA- or RNA-binding residues with support

vector machines (SVMs). This approach considers calculated

biochemical properties of the protein primary sequence (e.g.,

BindN [31] and Patch Finder Plus [32]) and may include evolu-

tionary information (e.g., BindN+ [33], Pprint [34], and ConSurf

[35, 36]). Other considerations include interface residue propen-

sity (KYG [30]), sequence homology (RNABindRPlus [37]), and

predicted secondary structure and conservation of physico-

chemical properties (PRBR [38]).

To reduce these confounding factors, we analyze protein-

RNA interactions that evolved in vitro, i.e., protein-aptamer com-

plexes. These complexes represent multiple evolutionary exper-

iments that are independent from one another, so themes

common among these complexes should reflect biophysical

features rather than evolutionary constraints. To understand

protein-nucleic acid complexes more generally, we also analyze

proteins and DNA aptamers; principles of RNA-protein and

DNA-protein interaction appear to be similar [7]. Furthermore,

we compare the proteins in these complexes with proteins

known to be difficult targets for aptamer binding, which had

repeatedly failed SELEX for DNA aptamers [39]. Because ap-

tamers against the difficult targets could be found using SELEX

with hydrophobic nucleotides, the prior difficulty was presum-

ably due to biophysical properties of the proteins. Understanding

the biophysical characteristics of protein-aptamer complexes is

of interest not only for the origin of life but also for improving

aptamer engineering [40, 41].

In addition to comparing aptamer-binding proteins with ‘‘diffi-

cult target’’ proteins, we compare the aptamer-binding interface

of the protein to the non-binding regions of the same protein. We

also compare residues that are expected to lower the enthalpy of

solvation with those that are not. These comparisons illustrate

the amino acid composition and biophysical properties that pro-

mote aptamer binding. To characterize chemical interactions

between protein and aptamer, we use a structure-based classi-

fication of interaction modes [16] and molecular dynamics (MD)
simulations to calculate non-covalent electrostatic and van der

Waals energies (enthalpies) of each protein-aptamer interface.

Our results highlight the importance of electrostatics and partic-

ularly arginine. We discuss the implications for the prebiotic

chemistry scenarios for the origin of life.

RESULTS

Frequency of Charged Residues per Protein in Aptamer-
Binding Proteins
A preliminary analysis indicated that aptamer-binding proteins

are biophysically distinct from proteins that bind natural biolog-

ical RNAs (STAR Methods). Because larger proteins appeared

to have a disproportionate amount of negative charge and

aptamers interact with a specific region within a protein, we

attempted to enrich the dataset for aptamer-binding regions by

restricting analysis to the smaller aptamer-binding proteins

(<500 and <200 amino acids). Indeed, there is a significant trend

toward positive charge content for both subsets. For proteins

under 500 residues, the average frequency of positively charged

amino acids r+ = 0.13 is greater than the average r� = 0.11 per

protein (p = 0.005 for a t test comparing two means). The differ-

ence is more pronounced for proteins under 200 residues,

with average r+ = 0.14 and average r� = 0.11 per protein

(p = 0.002 for a t test comparing two means). In contrast,

for the known difficult targets (12 proteins comprising 5,435 res-

idues; all examples are <200 amino acids), the average r+ = 0.11

was slightly lower than the average r� = 0.12, although this dif-

ference was not statistically significant from 0 (p = 0.69 for a t test

comparing two means). These findings are summarized in Fig-

ure 1A for the subset of aptamer-binding proteins from the

PDB and for difficult targets (Table S1). Overall, the analysis indi-

cates that aptamer-binding regions of proteins are relatively

localized within proteins and tend to be positively charged,

consistent with the expectation from the negatively charged

RNA backbone. Furthermore, a lack of positive charge is associ-

ated with difficulty evolving aptamers against the protein.
Current Biology 28, 526–537, February 19, 2018 527



Figure 2. Statistical Significance of Bootstrapped Propensities
Propensities at the interface (A) and the solvating areas (B) with 95% confi-

dence interval determined by bootstrapping method B1, reflecting variation

among different complexes. Statistically significant deviations from 1 are

noted by the star (p < 0.05). Amino acid types are ordered by increasing

hydrophobicity. Bars are colored as follows: green, basic; dark blue, amidic;

red, acidic; gray, aliphatic; light blue, aromatic; pink, hydroxylic; and yellow,

sulfur containing.

See also Tables S1, S2, and S4 and Figures S1, S2, S3, and S7A.
Frequency of Charged Residues at the Protein-Aptamer
Interface
Residues composing the protein-nucleic acid interface for pro-

tein-aptamer structures in the PDB were identified (STAR

Methods; Table S2). The interfaces have a strong tendency to

be positively charged, as the average r+
int of interfacial residues,

0.41, is much greater than the average r�
int, 0.12 (p = 0.007 for a

t test comparing two means; see Figure 1B and Table S3). Thus,

the interfacial residues show a substantially greater tendency

toward positive charge compared to the protein as a whole. Of

the 21 studied non-redundant interfaces, 18 were overall posi-

tively charged (Table S3).

Frequency of Charged Residues in the Solvating Region
of the Protein-Aptamer Interface
We identified a subset of interfacial residues that are expected to

lower the energy of the bound complex (STARMethods). As with
528 Current Biology 28, 526–537, February 19, 2018
the protein-aptamer interfaces, the solvating areas have a strong

tendency to be positively charged: 16 out of 21 studied solvating

areas are positively charged, and the average r+
solv = 0.40 is

significantly greater than the average r�
solv = 0.09 (p = 5.5 3

10�4 for a t test comparing two means; Figure 1C; Table S3).

Amino Acid Composition of Interfacial and Solvating
Regions
To understand the composition of protein regions interacting

with aptamers, for each protein-aptamer complex, we estimate

the frequency of each amino acid in the whole protein (fprot),

the surface (fsurf), the protein-aptamer interface (fint), and the sol-

vating region (fsolv). Although fsurf for the entire protein is usually

unknown because the PDB structure does not contain the entire

structure, we estimated fsurf as described (STAR Methods).

Propensity (pi
int or pi

solv) is the ratio of fint (or fsolv) to fsurf and is

a measure of the tendency of amino acid i to participate in the

protein-aptamer interface (or in solvation) while controlling for

its tendency to be on the surface. The propensities of each amino

acid, averaged over all of the protein-aptamer complexes in the

PDB, are shown in Table S4.

The statistical significance of the propensities was determined

by bootstrap sampling of observed propensity values for the

aptamer-protein complexes in the PDB, which reflects the varia-

tion observed among different proteins (bootstrap method B1).

The propensities at the interface for Arg, Lys, and Phe are signif-

icantly greater than 1, whereas the propensities at the interface

for Gln, Asp, Leu, and Val are significantly lower than 1 (Fig-

ure 2A). The propensities at the solvating area for Arg, Lys, and

Asn are found to be significantly greater than 1, whereas the

propensities at the solvating area for Glu, His, Gly, Met, Phe,

Leu, Val, and Ile are found to be significantly lower than 1 (Fig-

ure 2B). Similar trends are seen when considering only the sub-

set of proteins binding RNA and proteins binding RNA without

ordered ligands (see Figures S1A and S1B, respectively).

It is possible that propensities could reflect highly unusual

protein compositions rather than true preferences of amino acids

to be at the interface. Therefore, to account for the composition

of a specific protein, we determine whether the propensity of an

amino acid in a given protein interface differs from its propensity

in a randomly selected subsequence of the same protein (boot-

strapmethod B2). In aptamer-binding proteins (in the absence or

presence of ordered ligands), the observed propensities for Arg,

Lys, and Trp were found to be significantly greater than those for

the random subsequences, whereas the observed propensities

for Leu and Val were significantly lower than those for the

random subsequences (Figure S2). The combined results from

the two different bootstrap methods (B1 and B2) suggest an

overall preference for RNA interaction with Arg and Lys and an

avoidance of interaction with Val and Leu.

Biophysical Properties of Interfacial and Solvating
Regions
To determine whether biophysical properties were correlated

with aptamer binding, we estimated charge, average flexibility

[42], hydrophobicity using two different scales (Kyte andDoolittle

[43] and Black and Mold [44]), hydrophilicity (Hopp and Woods)

[45], polarity using two different scales (Zimmerman [46] and

Grantham [47]), percentage of buried and accessible residues



Figure 3. Average Biophysical Properties in Aptamer-Binding Proteins

Normalized biophysical properties for the whole protein (prot), non-interfacial surface (no int surf), interface (int), and solvating areas (solv) of all protein-aptamer

complexes. Shown are (A) charge, flexibility, and polarity (following two different scales); (B) hydrophilicity and hydrophobicity (following two different scales); (C)

the percentage of buried residues and accessible residues; and (D) the tendency to form alpha helices or coils and bulkiness. Bars correspond to a 95%

confidence interval for the average from 19 complexes. See also Figure S4 and Tables S1 and S2.
[48], bulkiness [46], and tendency to form coils [49] or alpha

helices [50]. We calculated or estimated these values for each

whole-protein sequence, protein-aptamer interface (determined

by PDBePISA), and solvating area (determined by PDBePISA).

For comparison to the interface, we also attempted to charac-

terize the non-interfacial surface of the entire protein (STAR

Methods).

Properties that favor nucleic acid binding are expected to be

relatively low in whole sequence and non-interfacial surface

compared to protein-aptamer interface or solvating region;

those that disfavor binding would show the opposite tendency.

Charge, flexibility, polarity, hydrophilicity, and the percent of

accessible residues are all increased in the interface and solvat-

ing region, whereas hydrophobicity and the percent of buried

residues show the opposite (Figures 3A–3C). The tendency to

form alpha helices or coils and bulkiness do not show a signifi-

cant difference (Figure 3D). Similar results were found for pro-

tein-RNA complexes in the absence of ligands (Figure S4).

Nature of the Chemical Interactions at the Aptamer-
Protein Interface
We used ENTANGLE to identify likely hydrogen-bonding, pi-pi

stacking, electrostatic, hydrophobic, and van der Waals interac-

tions from PDB structures [16] (STAR Methods). For each mode

of chemical interaction, we calculated the fraction of interactions

that was attributed to each type of amino acid (Figure 4). Arg was

the most frequently found amino acid for all modes of interaction

(hydrogen bonding, electrostatic, stacking, hydrophobic, and

van der Waals). Both Arg and Lys clearly dominated the electro-

static mode. Lys was also important for hydrophobic and van der

Waals interactions. For hydrogen bonding, Ser, Thr, and Gln

were prominent (after Arg). For stacking, His and Tyr were prom-

inent (after Arg). For hydrophobic interactions, after Arg and Lys,
several amino acids contributed similarly (Asn, Gln, Glu, Pro, Ser,

and Thr), although, interestingly, the small hydrophobic amino

acids (Leu, Val, and Ile) made only minor contributions. A similar

pattern was seen with van der Waals interactions. Overall, Arg

and Lys accounted for over half of all interactions.
Electrostatic and van der Waals Contributions to the
Internal Energy of Aptamer-Protein Complexes
We used MD simulations of the complexes to calculate the elec-

trostatic and van derWaals energies in the interfaces (Figure 5A).

In general, we found that the electrostatic component is much

larger than the van der Waals component for all aptamer-protein

complexes except one (PDB: 3AHU). Complex 3AHU (RNA-

binding protein Hfq) is unusual in this set because it contains

three protein chains that contact a single aptamer, with only

one positively charged residue found at the interface. In general,

the electrostatic energies correspond to more than 80% of

the total interfacial energy (absolute numbers are given in

Figure S5A).
Energetic Contributions to the Protein-Aptamer
Complex from Different Amino Acids
We calculated the contribution of each amino acid and averaged

these values for each type (Figure 5B). Two amino acids, Arg and

Lys, contributed the majority of electrostatic energy (Helec) to the

complex, with the hydroxyl-containing amino acids (Ser and Tyr)

also having a minor contribution. The negatively charged residue

Glu was destabilizing (Helec > 0). In contrast, a variety of amino

acids stabilize the complex via van der Waals energies (Hvdw).

A notable exception is the small hydrophobic residues (Leu,

Val, and Ile), which contributed little to the van der Waals

energies. For the charged and hydroxylic amino acids, the
Current Biology 28, 526–537, February 19, 2018 529



Figure 4. Fraction of Interactions Attributed to Each Type of Amino

Acid

Relative frequency of each amino acid in each kind of interaction (hydrogen

bonds, electrostatic, stacking, hydrophobic, or Van der Waals and for all

together) averaged over 8 protein complexes. The frequency for any amino

acid i in each complex is calculated as the number of times that amino acid i is

found in interaction type j, divided by the total number of amino acids involved

in interaction type j. Error bars represent the SE. See also Tables S1 and S2.
magnitude of electrostatic energy was greater than that of van

der Waals energy (Figure S5B).

Electrostatic Interactions in Aptamer-Protein
Complexes
Based on MD simulations, we further classified the electrostatic

interactions into three mutually exclusive groups: (1) hydrogen

bonds in the absence of ionic interaction; (2) ionic interactions

in the absence of hydrogen bonding; and (3) mixed interactions,

i.e., hydrogen bonds between donor and acceptor atoms of

opposite charge sign.

The proportion of hydrogen bonds (either at the amino acid

main chain or side chain), ionic interactions, and mixed interac-

tions present at each complex interface is shown in Figure 5C

(absolute numbers are given in Figure S5C). For every case

except 3AHU, the number of hydrogen bonds and the number

of interactions with ionic character (ionic plusmixed interactions)

are roughly equal. The exception to this trend, complex 3AHU,

which has a single charged residue at the interface, lacks ionic

interactions at the interface and exhibits lower electrostatic

enthalpy than the other complexes.

Electrostatic Contributions to the Protein-Aptamer
Complex from Different Amino Acids
Given the predominant role of electrostatic interactions in the

enthalpy of the complexes, we further classified these interac-

tions between protein and aptamer according to which amino

acid was involved in each interaction type (H-bond, ionic, and
530 Current Biology 28, 526–537, February 19, 2018
mixed; Figure 5D). Consistent with their high propensity values

at the interface, Arg and Lys are involved in�53–103more elec-

trostatic interactions than any other amino acid type. For amino

acids with side chains capable of H bonding, the hydrogen

bonds of the interface tend to involve the side chain rather

than the main chain (Figure S5D). Overall, H-bonds to the Arg

side chain dominate the H-bond landscape. Interestingly, His

(pKa �6) is not involved in hydrogen bonds or ionic interactions

in these complexes.

Positively Charged Residues and Electrostatic Energy
We examined the correlation between Helec and the number of

positively charged residues in the protein (n+
prot), the interface

(n+
int), and the solvating area (n+

solv). Although there is no corre-

lation between Helec and n+
prot (R2 = 0.1; Figure 6A), we find high

correlation to n+
int and n+

solv (R2 = 0.98 and R2 = 0.92, respec-

tively; Figure 6B), indicating that the number of positive residues

at the interface essentially determines Helec. To determine

whether each charged residue contributes a constant energy

to the complex, we calculated Helec/n+
int for each protein com-

plex (Figure 6C). We find that, as n+
int increases, Helec/n+

int also

increases, i.e., that the energetic contribution of each positive

residue is greater in magnitude in complexes with a greater num-

ber of positive residues. Similar results are obtained when

considering only RNA-binding proteins in the absence of ordered

ligands (Figure S6).

Amino Acid Composition of the Last Universal Common
Ancestor (LUCA)
In contrast to proteins that interact with aptamers, LUCApedia

proteins exhibit a statistically significant excess of negatively

charged residues over positively charged residues (p = 0.022

and p < 10�6 for the high- and medium-confidence sets, respec-

tively). The amino acid composition of LUCApedia proteins is

shown in Figure S7A. Interestingly, the positively charged amino

acids are found at frequencies similar to the amino acids gener-

ally considered prebiotically plausible [51, 52]. A similar profile is

found for the protein set composing SwissProt (see Figure S7B).

DISCUSSION

We sought to understand the biophysical features of the earliest

coded proteins by reasoning that these proteins must have

evolved in the RNA World, and so a major selective pressure

would be the ability to interact with RNA. Any protein property,

including its sequence, is the product of natural selection for

function in a particular environment as well as evolutionary con-

straints and random factors. We therefore restricted our analysis

to proteins that bind aptamers, which represent interactions that

evolved de novo independently from one another and were

selected primarily for binding activity.

For the aptamer-protein complexes analyzed, the interfaces

and solvating areas are strongly positively charged. Both posi-

tively charged amino acids and aromatic amino acids are over-

represented at the interface, whereas small hydrophobic resi-

dues are under-represented. Although polarity is similar between

the non-interfacial surface and the interface, solvating residues

are significantly more polar and hydrophilic than the interface

as a whole. This suggests that nonpolar residues at the interface



Figure 5. Electrostatic and van der Waals Energies and Contributions from Each Residue Type

(A) Electrostatic and van der Waals energies of the non-covalent interactions for proteins binding aptamers in the absence of ligands, as a proportion of the total

non-covalent interaction energy (for absolute contributions instead of percentages, see Figure S5A).

(B) Electrostatic and van der Waals contributions per residue for each residue type, averaged over all protein-aptamer complexes. Error bars represent the SE

over measurements from different complexes (for relative frequencies, see Figure S5B).

(C) Proportion of hydrogen bonds, ionic interactions, and mixed interactions between the protein and aptamer, present at the interface of each complex,

calculated as the average value over the last 200 ps of the simulation. Error bars correspond to the SD over the simulation frames (for absolute contributions

instead of percentages, see Figure S5C).

(D) Number of hydrogen bonds, ionic interactions, and mixed interactions for each amino acid type, calculated as the sum of the average values for the different

complexes over the last 200 ps of the simulation. Error bars correspond to the sum of the SDs over the complexes (for relative frequencies, see Figure S5D).

See also Tables S1 and S2.
(e.g., aromatic residues) contribute to direct interfacial contacts

that may be buried in the complex, rather than having an effect

on solvation, an interpretation that is corroborated by the higher

calculated tendency of interfacial residues to be buried

compared to solvating residues.

Arginine was by far the dominant amino acid at the protein-ap-

tamer interface, being most frequently involved in all modes of

interaction (electrostatic, hydrogen bonding, stacking, van der

Waals, and hydrophobic). Only lysine came close to the fre-

quency of arginine in any mode (electrostatic). Furthermore,

MD simulations indicated that electrostatic energies were gener-

ally much greater than van der Waals energies for the complex.

For electrostatic interactions, roughly half of these interactions
have an ionic component and half have primarily H-bond char-

acter. Most H-bonds occur with the amino acid side chains

rather than within the main chain, with Arg being again predom-

inant in this mode of interaction. The electrostatic energy was

highly correlated with the number of positive residues, as ex-

pected. However, a surprising finding was the non-linearity

among positively charged residues, as each residue lowered

the electrostatic enthalpy by a greater amount if there were

more such residues. Themechanism for this effect is presumably

not based on the entropic cost of conformational constraint,

because these MD calculations are not sensitive to entropic

changes. However, one possibility is that each positively

charged residue promotes further interaction by increasing the
Current Biology 28, 526–537, February 19, 2018 531



Figure 6. Correlation between Electrostatic Energy and Positively Charged Residues

(A andB) Dependence of electrostatic energy of the interface on the number of positive residues in the (A) primary structure of the entire protein and (B) interface or

solvating area.

(C) Cooperativity appears as the electrostatic stabilization per positive residue increases as the number of positive residues in the interface increases. In all cases,

the SE of the data across the last 200 ps of the simulation for each data point is under 4% of its value.

See also Figure S6 and Tables S1 and S2.
accessibility of the nucleic acid at other contact sites. The

observed non-linearity may thus result from cooperativity among

interaction sites. Both cooperativity and anti-cooperativity of salt

bridges have been proposed to exist in protein structure; the

findings here suggest that cooperativity among salt bridges

characterizes protein-aptamer interfaces [53]. These findings,

taken together, support the idea that arginine and lysine

contribute the majority of binding enthalpy through electrostatic

(e.g., hydrogen bonding and polar) interactions.

It has been argued that cations can substitute for positively

charged amino acids. It was recently suggested that early pep-

tides could have been overall negatively charged but closely

associated with cations (like Mg2+ or Fe2+) [4]. We find that com-

plexes containing ordered ligands do not have a notably different

charge profile from complexes that lack such ligands, but our da-

taset of proteins binding aptamers in the presence of ordered

ions is too small to draw a conclusion regarding this possibility.

It is possible that loosely bound cations may compensate for

the positively charged amino acids. However, it is not likely

that such cations could provide the same degree of energetic

contributions (e.g., in non-electrostatic modes) as positively

charged amino acids.

The high propensities of arginine and lysine for binding nucleic

acids are supported by previous computational and statistical

analysis [20, 21, 30, 54] of biological protein-RNA complexes.

These prior studies also found high propensities for tyrosine,

phenylalanine, and isoleucine [20]; asparagine and serine [21,

30]; and tyrosine, phenylalanine, methionine, histidine, and

glycine [30]. Thus, the over-representation of aromatic amino

acids that we observed at the interface is consistent with prior

studies on biological complexes. It is important to note that our

study did not include biologically evolved protein-RNA interac-

tions and that we used a propensity measure that compares

the frequency of an amino acid in the interface to the entire

protein, not just to the protein fragment whose structure was

determined. Although we are only able to estimate the expected

surface based on the probabilities of surface exposure, we

believe that the importance of considering the entire protein

supersedes the additional precision of a structure-based acces-

sible surface area (ASA) measurement. These differences in
532 Current Biology 28, 526–537, February 19, 2018
design, intended to reduce evolutionary and experimental

biases, may contribute to the differences between propensities

measured in this study and those in prior studies.

Although our analysis is based on protein-RNA interactions

that were evolved in vitro, the protein sequences are derived

from biology. Onemay consider whether non-biological proteins

or peptides would also exhibit similar trends. Aptamers against

single amino acids have been evolved in vitro [55]. Interestingly,

these include multiple aptamers against arginine [56–60], ap-

tamers against two aromatic amino acids (tyrosine [61] and tryp-

tophan [62, 63]), consistent with our findings. On the other hand,

aptamers are also known against two small hydrophobic amino

acids (isoleucine [64–66] and valine [67]). Although it is difficult to

connect these observations to general tendencies, the apparent

ease with which arginine aptamers are found is notable. The

converse analysis, i.e., of peptides evolved in vitro to bind a bio-

logical RNA, may also be illuminating. An analysis of artificial

peptides that bind the l boxBRNA hairpin showed that positively

charged amino acids were enriched, with arginine having the

highest frequency among amino acids in the selected peptides

[68]. Another study of in vitro peptide evolution demonstrated

that peptides consisting only of arginine, glycine, and serine

were capable of binding the Rev response element with affinities

similar to that of Rev protein [69]. Finally, a recent analysis of the

interaction between ribosomal protein uL23 and its associated

rRNA draws the contrast between the more ancient ‘‘tail’’

domain of uL23, which interacts primarily through ionic interac-

tions between cationic amino acids and the rRNA backbone,

and the newer globular domain, which interacts through other

mechanisms [70]. These studies support the importance of argi-

nine and electrostatic forces in non-biological and ancient

protein-RNA interactions.

Several additional caveats should be kept in mind regarding

this study.We did not consider histidine to be positively charged,

as it has a pKa of�6 [71] and the pH of the late Archean ocean is

generally thought to have been 6.5–8 [72, 73]. The analysis is also

limited by the datasets, which include a relatively small number

of protein-aptamer complexes that may or may not be represen-

tative of protein-aptamer complexes in general. The classifica-

tion of chemical interactions relies on criteria whose precise



Table 1. Prebiotic Plausibility and Interaction with RNA

Scenario Amino Acids

Suggested chronology [6] G A V D E P S L T I R N K Q C H F M Y W

Prebiotic consensus from meteoritic

analysis, simulated prebiotic chemistry

and simulated hydrothermal vents [52]

G A V D E P S L T I

Cyanosulfidic protometabolism [74] G A V D E P S L T R N Q

Interacting with nucleic acids [20, 21, 30] G S I Ra N Ka H Fa M Ya

Protein-aptamer: interface (this study) –b – –b Rb Kb – F W

Protein-aptamer: solvating (this study) – – – – – R N K – – –

Comparison of amino acids suggested to be prebiotically plausible and promoting interaction with RNA. First row: chronology of amino acid entry into

the genetic code from ameta-analysis of several studies. Second row: consensus from prebiotic simulation experiments (e.g., Miller-Urey). Third row:

amino acids produced by reaction network based on HCN. Fourth row: amino acids identified as interacting with nucleic acids by previous studies.

Fifth row: amino acids that are over-represented at the interface with aptamers (dash sign indicated under-represented amino acid). Sixth row: amino

acids that lower the solvation energy of the complex with aptamers.
aFound in more than one study
bIdentified by both bootstrapping techniques
choice may affect the classification, given the mixed chemical

nature of some interactions. We did not extract information

about entropy from MD simulations, so the results reflect only

the enthalpic term of free energy. Finally, LUCApedia contains

extant proteins, whose composition may or may not reflect

that of ancestral proteins.

To understand the emergence of early proteins, several

studies have attempted to describe the set of amino acids

that were prebiotically available. Different studies (based on

analysis of comets or meteorites, Miller-Urey-type spark

discharge experiments, and hydrothermal vent synthesis) sug-

gest a consensus set of ten prebiotic amino acids: Ala, Asp,

Glu, Gly, Ile, Leu, Pro, Ser, Thr, and Val (for a summary, see

[51, 52]; Table 1). An important caveat to this consensus is

that the chemical derivitization used during analytical tech-

niques may not be appropriate to detect Arg and Lys, although

their absence could also be due to inefficient synthesis and/or

short half-lives [4, 75, 76]. This consensus set may therefore

change in light of improvements in analytical techniques

[77, 78]. Nevertheless, this set of amino acids shows adequate

properties of complexity, secondary structure propensity,

hydrophobic-hydrophilic patterning, and core packing potential

[52] to be plausible for protein folding. Indeed, proteins or pep-

tides based on a prebiotic 4-amino-acid alphabet (Gly, Ala, Asp,

and Val) may have catalytic activity [79].

However, the consensus prebiotic list does not include the

amino acids that are of greatest interest for RNA interaction,

namely positively charged and aromatic amino acids (Table 1).

It is often assumed that these amino acids entered the genetic

code at a later stage [6, 80, 81]. Notably, the consensus prebiotic

list could not provide ionic interactions, which would be an

important interaction mode for macromolecules of high charge

density, such as RNA. In addition, a major challenge for this pre-

biotic set is the inclusion of both negatively charged amino acids,

which would disfavor protein folding due to a sharp increase in

like-charge density upon collapse [52]. Although peptides or pro-

teins lacking positively charged amino acids can serve structural

and biochemical functions, such sequences are notably devoid

of interaction with nucleic acid [73]. Our analysis suggests that
the interactions of RNA with proteins from this tentative

consensus prebiotic set would be seriously hampered.

There have been a few abiotic laboratory syntheses reporting

positively charged amino acids [82, 83]. Lysine has been re-

ported under simulated interstellar medium conditions [75], in

electric discharge experiments simulating redox-neutral atmo-

spheres [84], and in one carbonaceous chondrite meteorite

(trace amounts) [85]. Arginine has been reported in simulated hy-

drothermal vents using heating as a source of energy [86–88].

Both arginine and lysine have been reported using different initial

reagents and heat as a source of energy [89–91]. Other cationic

amino acids may also be considered, such as diamino acids

(e.g., 2,4-diaminobutanoic acid, found in the Murchison mete-

orite [92]), and Arg and Lys may have been later additions to

biology [4]. Ornithine (arginine’s biosynthetic precursor) has

been reported in volcanic spark-discharge experiments [93]

and in the Murchison meteorite [92] (for a detailed review on

the prebiotic plausibility of the different amino acids, see [94]).

It has also been suggested that ornithine may have entered

and then left the genetic code during early evolution [80, 95].

Significantly, Sutherland and co-workers [74, 96] reported the

efficient synthesis of the precursors of ribonucleosides, amino

acids, and lipids within a common network of reactions based

on hydrogen cyanide. This cyanosulfidic protometabolism

does produce arginine. Interestingly, arginine codons are en-

riched among arginine aptamer sequences [97, 98], and an ap-

tamer that binds two consecutive arginine residues can act as

a template for a coupling reaction between them [99], supporting

the possibility that arginine was an early entrant into the code.

Recently, arginine-lipid conjugates formed from prebiotic reac-

tants were shown tomediate interactions between RNA and lipid

[100]. Although we do not know the composition of the early pro-

teome, an analysis of LUCApedia suggests that cationic amino

acids may have been fairly abundant (Figure S7A). We suggest

that the importance of arginine and other positively charged

amino acids may be used as a criterion for evaluating prebiotic

synthetic conditions, i.e., that only synthetic conditions that sup-

port the formation of arginine or other biophysically similar amino

acids are on-pathway toward the genetic code.
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Conclusions
The theory that early life was based on RNA is widely supported.

If so, a critical property of early proteins would be the ability to

interact with RNA. We provide several analyses of aptamer-pro-

tein complexes that demonstrate the importance of electrostatic

interactions involving positively charged amino acids, particu-

larly arginine. Although many different prebiotic syntheses of

amino acids may be proposed, the necessity for early proteins

to interact with RNA can be used as a criterion to identify syn-

thetic conditions that are on the pathway toward life.
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Gorenstein, D.G., and Iwahara, J. (2013). Direct observation of the ion-

pair dynamics at a protein-DNA interface by NMR spectroscopy.

J. Am. Chem. Soc. 135, 3613–3619.

28. Esadze, A., Chen, C., Zandarashvili, L., Roy, S., Pettitt, B.M., and

Iwahara, J. (2016). Changes in conformational dynamics of basic side

chains upon protein-DNA association. Nucleic Acids Res. 44, 6961–

6970.

29. Kim, H., Jeong, E., Lee, S.W., and Han, K. (2003). Computational analysis

of hydrogen bonds in protein-RNA complexes for interaction patterns.

FEBS Lett. 552, 231–239.

30. Kim, O.T., Yura, K., and Go, N. (2006). Amino acid residue doublet pro-

pensity in the protein-RNA interface and its application to RNA interface

prediction. Nucleic Acids Res. 34, 6450–6460.

31. Wang, L., and Brown, S.J. (2006). BindN: a web-based tool for efficient

prediction of DNA and RNA binding sites in amino acid sequences.

Nucleic Acids Res. 34, W243–W248.

32. Shazman, S., Celniker, G., Haber, O., Glaser, F., and Mandel-Gutfreund,

Y. (2007). Patch Finder Plus (PFplus): a web server for extracting and dis-

playing positive electrostatic patches on protein surfaces. Nucleic Acids

Res. 35, W526–W530.

33. Wang, L., Huang, C., Yang, M.Q., and Yang, J.Y. (2010). BindN+ for ac-

curate prediction of DNA and RNA-binding residues from protein

sequence features. BMC Syst. Biol. 4, S3.

34. Kumar, M., Gromiha, M.M., and Raghava, G.P. (2008). Prediction of RNA

binding sites in a protein using SVM and PSSM profile. Proteins 71,

189–194.

35. Celniker, G., Nimrod, G., Ashkenazy, H., Glaser, F., Martz, E., Mayrose, I.,

Pupko, T., and Ben-Tal, N. (2013). ConSurf: using evolutionary data to

raise testable hypotheses about protein function. Isr. J. Chem. 53,

199–206.

36. Miao, Z., andWesthof, E. (2015). Prediction of nucleic acid binding prob-

ability in proteins: a neighboring residue network based score. Nucleic

Acids Res. 43, 5340–5351.

37. Walia, R.R., Xue, L.C., Wilkins, K., El-Manzalawy, Y., Dobbs, D., and

Honavar, V. (2014). RNABindRPlus: a predictor that combines machine

learning and sequence homology-based methods to improve the reli-

ability of predicted RNA-binding residues in proteins. PLoS ONE 9,

e97725.

38. Ma, X., Guo, J., Wu, J., Liu, H., Yu, J., Xie, J., and Sun, X. (2011).

Prediction of RNA-binding residues in proteins from primary sequence

using an enriched random forest model with a novel hybrid feature.

Proteins 79, 1230–1239.

39. Gold, L., Ayers, D., Bertino, J., Bock, C., Bock, A., Brody, E.N., Carter, J.,

Dalby, A.B., Eaton, B.E., Fitzwater, T., et al. (2010). Aptamer-basedmulti-
plexed proteomic technology for biomarker discovery. PLoS ONE 5,

e15004.

40. Famulok, M., Mayer, G., and Blind, M. (2000). Nucleic acid aptamers-

from selection in vitro to applications in vivo. Acc. Chem. Res. 33,

591–599.

41. Keefe, A.D., Pai, S., and Ellington, A. (2010). Aptamers as therapeutics.

Nat. Rev. Drug Discov. 9, 537–550.

42. Bhaskaran, R., and Ponnuswamy, P.K. (1988). Positional flexibilities of

amino acid residues in globular proteins. Int. J. Pept. Protein Res. 32,

241–255.

43. Kyte, J., and Doolittle, R.F. (1982). A simple method for displaying the hy-

dropathic character of a protein. J. Mol. Biol. 157, 105–132.

44. Black, S.D., and Mould, D.R. (1991). Development of hydrophobicity pa-

rameters to analyze proteins which bear post- or cotranslational modifi-

cations. Anal. Biochem. 193, 72–82.

45. Hopp, T.P., and Woods, K.R. (1981). Prediction of protein antigenic de-

terminants from amino acid sequences. Proc. Natl. Acad. Sci. USA 78,

3824–3828.

46. Zimmerman, J.M., Eliezer, N., and Simha, R. (1968). The characterization

of amino acid sequences in proteins by statistical methods. J. Theor.

Biol. 21, 170–201.

47. Grantham, R. (1974). Amino acid difference formula to help explain pro-

tein evolution. Science 185, 862–864.

48. Janin, J. (1979). Surface and inside volumes in globular proteins. Nature

277, 491–492.

49. Del�eage, G., and Roux, B. (1987). An algorithm for protein secondary

structure prediction based on class prediction. Protein Eng. 1,

289–294.

50. Chou, P.Y., and Fasman, G.D. (1978). Prediction of the secondary struc-

ture of proteins from their amino acid sequence. Adv. Enzymol. Relat.

Areas Mol. Biol. 47, 45–148.

51. Longo, L.M., and Blaber, M. (2014). Prebiotic protein design supports a

halophile origin of foldable proteins. Front. Microbiol. 4, 418.

52. Longo, L.M., and Blaber, M. (2012). Protein design at the interface of the

pre-biotic and biotic worlds. Arch. Biochem. Biophys. 526, 16–21.

53. Gvritishvili, A.G., Gribenko, A.V., and Makhatadze, G.I. (2008).

Cooperativity of complex salt bridges. Protein Sci. 17, 1285–1290.

54. Barik, A., C, N., Pilla, S.P., and Bahadur, R.P. (2015). Molecular architec-

ture of protein-RNA recognition sites. J. Biomol. Struct. Dyn. 33, 2738–

2751.

55. Yarus, M. (1998). Amino acids as RNA ligands: a direct-RNA-template

theory for the code’s origin. J. Mol. Evol. 47, 109–117.

56. Connell, G.J., Illangesekare, M., and Yarus, M. (1993). Three small ri-

booligonucleotides with specific arginine sites. Biochemistry 32,

5497–5502.

57. Connell, G.J., and Yarus, M. (1994). RNAs with dual specificity and dual

RNAs with similar specificity. Science 264, 1137–1141.

58. Famulok, M. (1994). Molecular recognition of amino acids by RNA-ap-

tamers: an L-citrulline binding RNA motif and its evolution into an L-argi-

nine binder. J. Am. Chem. Soc. 116, 1698–1706.

59. Geiger, A., Burgstaller, P., von der Eltz, H., Roeder, A., and Famulok, M.

(1996). RNA aptamers that bind L-arginine with sub-micromolar dissoci-

ation constants and high enantioselectivity. Nucleic Acids Res. 24, 1029–

1036.

60. Tao, J., and Frankel, A.D. (1996). Arginine-binding RNAs resembling TAR

identified by in vitro selection. Biochemistry 35, 2229–2238.

61. Mannironi, C., Scerch, C., Fruscoloni, P., and Tocchini-Valentini, G.P.

(2000). Molecular recognition of amino acids by RNA aptamers: the evo-

lution into an L-tyrosine binder of a dopamine-binding RNAmotif. RNA 6,

520–527.

62. Majerfeld, I., Chocholousova, J., Malaiya, V., Widmann, J., McDonald,

D., Reeder, J., Iyer, M., Illangasekare, M., Yarus, M., and Knight, R.
Current Biology 28, 526–537, February 19, 2018 535

http://refhub.elsevier.com/S0960-9822(18)30016-2/sref20
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref20
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref20
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref21
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref21
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref22
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref22
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref22
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref23
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref23
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref24
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref24
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref24
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref24
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref25
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref25
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref26
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref26
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref26
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref27
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref27
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref27
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref27
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref28
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref28
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref28
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref28
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref29
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref29
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref29
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref30
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref30
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref30
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref31
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref31
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref31
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref32
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref32
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref32
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref32
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref33
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref33
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref33
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref34
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref34
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref34
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref35
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref35
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref35
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref35
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref36
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref36
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref36
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref37
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref37
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref37
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref37
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref37
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref38
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref38
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref38
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref38
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref39
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref39
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref39
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref39
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref40
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref40
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref40
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref41
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref41
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref42
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref42
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref42
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref43
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref43
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref44
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref44
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref44
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref45
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref45
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref45
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref46
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref46
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref46
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref47
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref47
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref48
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref48
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref49
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref49
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref49
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref49
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref50
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref50
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref50
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref51
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref51
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref52
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref52
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref53
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref53
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref54
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref54
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref54
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref55
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref55
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref56
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref56
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref56
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref57
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref57
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref58
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref58
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref58
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref59
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref59
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref59
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref59
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref60
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref60
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref61
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref61
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref61
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref61
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref62
http://refhub.elsevier.com/S0960-9822(18)30016-2/sref62


(2010). Nucleotides that are essential but not conserved; a sufficient

L-tryptophan site in RNA. RNA 16, 1915–1924.

63. Famulok, M., and Szostak, J.W. (1992). Stereospecific recognition of

tryptophan agarose by in vitro selected RNA. J. Am. Chem. Soc. 114,

3990–3991.

64. Majerfeld, I., and Yarus, M. (1998). Isoleucine:RNA sites with associated

coding sequences. RNA 4, 471–478.

65. Lozupone, C., Changayil, S., Majerfeld, I., and Yarus,M. (2003). Selection

of the simplest RNA that binds isoleucine. RNA 9, 1315–1322.

66. Legiewicz, M., and Yarus, M. (2005). Amore complex isoleucine aptamer

with a cognate triplet. J. Biol. Chem. 280, 19815–19822.

67. Majerfeld, I., and Yarus, M. (1994). An RNA pocket for an aliphatic hydro-

phobe. Nat. Struct. Biol. 1, 287–292.

68. Barrick, J.E., and Roberts, R.W. (2002). Sequence analysis of an artificial

family of RNA-binding peptides. Protein Sci. 11, 2688–2696.

69. Harada, K., Martin, S.S., and Frankel, A.D. (1996). Selection of RNA-bind-

ing peptides in vivo. Nature 380, 175–179.

70. Lanier, K.A., Roy, P., Schneider, D.M., and Williams, L.D. (2017).

Ancestral interactions of ribosomal RNA and ribosomal proteins.

Biophys. J. 113, 268–276.

71. Ballin, J.D., Prevas, J.P., Ross, C.R., Toth, E.A., Wilson, G.M., and

Record, M.T., Jr. (2010). Contributions of the histidine side chain and

the N-terminal alpha-amino group to the binding thermodynamics of

oligopeptides to nucleic acids as a function of pH. Biochemistry 49,

2018–2030.

72. Grotzinger, J.P., and Kasting, J.F. (1993). New constraints on

Precambrian ocean composition. J. Geol. 101, 235–243.

73. McDonald, G.D., and Storrie-Lombardi, M.C. (2010). Biochemical con-

straints in a protobiotic earth devoid of basic amino acids: the ‘‘BAA(-)

world’’. Astrobiology 10, 989–1000.

74. Patel, B.H., Percivalle, C., Ritson, D.J., Duffy, C.D., and Sutherland, J.D.

(2015). Common origins of RNA, protein and lipid precursors in a cyano-

sulfidic protometabolism. Nat. Chem. 7, 301–307.

75. Nuevo, M., Auger, G., Blanot, D., and d’Hendecourt, L. (2008). A detailed

study of the amino acids produced from the vacuum UV irradiation of

interstellar ice analogs. Orig. Life Evol. Biosph. 38, 37–56.

76. Cleaves, H.J., 2nd. (2010). The origin of the biologically coded amino

acids. J. Theor. Biol. 263, 490–498.

77. Callahan, M.P., Martin, M.G., Burton, A.S., Glavin, D.P., and Dworkin,

J.P. (2014). Amino acid analysis in micrograms of meteorite sample by

nanoliquid chromatography-high-resolution mass spectrometry.

J. Chromatogr. A 1332, 30–34.

78. Burton, A.S., Stern, J.C., Elsila, J.E., Glavin, D.P., and Dworkin, J.P.

(2012). Understanding prebiotic chemistry through the analysis of extra-

terrestrial amino acids and nucleobases in meteorites. Chem. Soc. Rev.

41, 5459–5472.

79. Oba, T., Fukushima, J., Maruyama, M., Iwamoto, R., and Ikehara, K.

(2005). Catalytic activities of [GADV]-peptides. Formation and establish-

ment of [GADV]-protein world for the emergence of life. Orig. Life Evol.

Biosph. 35, 447–460.

80. Jukes, T.H. (1973). Arginine as an evolutionary intruder into protein syn-

thesis. Biochem. Biophys. Res. Commun. 53, 709–714.

81. Jukes, T.H. (1974). On the possible origin and evolution of the genetic

code. Orig. Life 5, 331–350.

82. Yoshino, D., Hayatsu, K., and Anders, E. (1971). Origin of organic matter

in early solar system—III. Amino acids: catalytic synthesis. Geochim.

Cosmochim. Acta 35, 927–938.

83. Hayatsu, R., Studier, M.H., and Anders, E. (1971). Origin of organic

matter in early solar system—IV. Amino acids: confirmation of catalytic

synthesis by mass spectrometry. Geochim. Cosmochim. Acta 35,

939–951.
536 Current Biology 28, 526–537, February 19, 2018
84. Plankensteiner, K., Reiner, H., and Rode, B.M. (2006). Amino acids on the

rampant primordial Earth: electric discharges and the hot salty ocean.

Mol. Divers. 10, 3–7.

85. Kotra, R.K., Shimoyama, A., Ponnamperuma, C., and Hare, P.E. (1979).

Amino acids in a carbonaceous chondrite from Antarctica. J. Mol. Evol.

13, 179–184.

86. Sakurai, M., and Yanagawa, H. (1984). Prebiotic synthesis of amino acids

from formaldehyde and hydroxylamine in a modified sea medium. Orig.

Life 14, 171–176.

87. Kamaluddin, Yanagawa, H., and Egami, F. (1979). Formation of mole-

cules of biological interest from formaldehyde and hydroxylamine in a

modified sea medium. J. Biochem. 85, 1503–1507.

88. Hatanaka, H., and Egami, F. (1977). Formation of amino acids and related

oligomers from formaldehyde and hydroxylamine in modified sea

mediums related to prebiotic conditions. Bull. Chem. Soc. Jpn. 50,

1147–1156.

89. Ferris, J.P., and Hagan, W.J., Jr. (1984). HCN and chemical evolution: the

possible role of cyano compounds in prebiotic synthesis. Tetrahedron

40, 1093–1120.

90. Ferris, J.P., Joshi, P.C., Edelson, E.H., and Lawless, J.G. (1978). HCN: a

plausible source of purines, pyrimidines and amino acids on the primitive

earth. J. Mol. Evol. 11, 293–311.

91. Lowe, C.U., Rees, M.W., and Markham, R. (1963). Synthesis of complex

organic compounds from simple precursors: formation of amino-acids,

amino-acid polymers, fatty acids and purines from ammonium cyanide.

Nature 199, 219–222.
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Nucleic acid – Protein Interaction DataBase (NPIDB) [103] http://npidb.belozersky.msu.ru/
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Software and Algorithms
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CHARMM 27 force field [109] http://www.gromacs.org/
CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Irene A.

Chen (chen@chem.ucsb.edu).

METHOD DETAILS

Datasets
RNA aptamer-protein complexes

All the protein-RNA aptamer complexes whose structures have been determined were extracted from the Protein Data Bank, RCSB

PDB [101] (July 2016), by using the term ‘aptamer’ as a keyword for Text Search and including exclusively protein and RNA as mac-

romolecules types. Structures were manually verified to include an aptamer and the protein target against which it was selected

through in vitro evolution (e.g., not bound to a crystallization-promoting protein). This search resulted in a list of 19 protein-RNA

aptamer complexes (Table S1). Of the 19 complex structures, 14 had been solved by X-ray crystallography and 5 by NMR spectros-

copy. Some structures included ligands (ions and small molecules), which are detailed in Table S1.

In cases in whichmultiple structures had been solved, we chose the highest resolution structure for analysis, resulting in 14 protein-

RNA complex structures (bold face PDB ID in Table S1). Two additional complexes (PDB: 3UZS and 2B63) involved 4 and 13 different

types of polymeric chains respectively (i.e., multiple proteins). Since the presence of protein-protein interactions may alter the profile

of protein-nucleic acid interactions, these two complexes were not considered in our study.

DNA aptamer-protein complexes

There are 16 protein-DNA aptamer structures in the PDB (July 2016). These structures were extracted as described above, with the

exception that DNAwas used instead of RNA as onemacromolecule type.Whenmultiple structures were available, the structure with

the fewest ligands and highest resolution was selected for analysis. This resulted in a dataset of 5 protein-ssDNA complexes (bold

face in Table S1). As with the protein-RNA aptamer complexes, protein-DNA aptamer structures containing more than one protein

chain were excluded from our analysis. Two structures (PDB: 4HQU and 4NI7) contained SOMAmers, and the remainder (12) con-

tained aptamers derived from in vitro selection.

Difficult aptamer targets

While many proteins have been successful targets of in vitro selection for aptamers, anecdotes of failed selections suggest that some

proteins may be difficult targets for conventional aptamers. A list of such difficult targets was given by Gold et al. [39] (Table S1), and

was used as a comparison group in our analysis. Aptamers to some of these targets have been reported, illustrating that selection

was difficult but not impossible, in some cases.

Aptamer-binding proteins

We obtained a list of proteins that are reported to bind aptamers from the Apta-Index aptamer database [102], and the primary

sequence for each protein was identified. The list has 81 entries, with 36 proteins binding to RNA aptamers, and 45 binding to

DNA aptamers. Aptamer-binding proteins are similar in overall composition to proteins from the SwissProt database (Release

2017_11 of 22-Nov-17 of UniProtKB/Swiss-Prot) (Figure S7B).
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Proteins that bind biological nucleic acids

To obtain a list of proteins that bind biological nucleic acids (either DNA or RNA), we used the Nucleic acid – Protein Interaction

DataBase (NPIDB). To obtain a list of protein sequences that bind biological RNAs, we extracted the subset of RNA-binding proteins

from the NPIDB [103].

Proteins likely to have been in the last universal common ancestor (LUCA)

We used the LUCApedia [104] to identify the set of proteins that is predicted to have been in LUCA. At high confidence (6 out of 6

studies), 180 protein sequences (170,524 amino acids) are included. At moderate confidence (3 out of 6 studies), 14,085 protein

sequences are included (8,898,430 amino acids).

QUANTIFICATION AND STATISTICAL ANALYSIS

Preliminary comparison of aptamer-binding proteins versus proteins that bind biological nucleic acids
Validation of treatment of aptamer-binding proteins as a distinct set

To determine whether the biophysical profile of aptamer-binding proteins differed significantly from that of proteins that bind biolog-

ically derived nucleic acids, we calculated the frequency of positively and negatively charged amino acids among proteins that bind

biological RNAs (NPIDB_rna). From 1132 proteins analyzed, with a total of 365,690 residues, we found that the frequency of positively

charged residues was Ppos = 0.138, and the frequency of negatively charged residues was Pneg = 0.120. However, we find substan-

tially lower frequencies for the 47 proteins that are known to bind RNA aptamers (from a combination of the Apta-index and the PDB

subsets, discarding homologous proteins between subsets), for which Ppos = 0.112 and Pneg = 0.114. Interestingly, positively

charged residues appear to be more depleted in aptamer-binding proteins compared to negatively charged residues. A chi-square

test (comparing the number of positive, negative and non-charged residues in RNA aptamer-binding proteins to the numbers

expected based on proteins binding biological RNAs) shows a highly significant difference (p < 10�6). This effect was seen regardless

of whether ordered ligands (e.g., ions) were present, as a similar analysis of RNA aptamer-binding proteins in the PDB whose

structures lack ordered ligands also showed a significant difference from expectation based on proteins binding biological RNAs

(p = 5x10�6). Thus, proteins that bind RNA aptamers differ in overall charged residue content from proteins that bind biological

RNAs, highlighting the importance of analyzing aptamer-binding proteins as a distinct group.

In an analogous analysis with proteins that bind either DNA or RNA, 2113 proteins were analyzed from the NPIDB (838,337 resi-

dues), for which Ppos = 0.129, Pneg = 0.123. For the 95 different aptamer-binding proteins (37,504 residues from a combination of the

Apta-index and the PDB subsets, discarding homologous proteins between subsets), we again found substantially fewer charged

residues than expected, with Ppos = 0.112 and Pneg = 0.117. These frequencies are similar to those found when only RNA ap-

tamer-binding proteins are analyzed, with charged residues being lower in aptamer-binding proteins compared to proteins that

bind biological nucleic acids. A chi-square test (comparing the number of positive, negative and non-charged residues in proteins

binding to aptamers to the numbers expected based on proteins binding biological DNA or RNA) shows a highly significant difference

(p < 10�6). As before, similar results are found when considering the subset of proteins that bind aptamers without ordered ligands in

their PDB structures (p < 10�6). Again, the differences between proteins that bind aptamers and proteins that bind biological nucleic

acids indicate that aptamer-binding proteins are a biophysically distinct group and motivated further analysis.

Thus, a simple summation of the number of positive and negative residues indicated that the total number of positive residues was

lower in aptamer-binding proteins compared to proteins that bind biological DNA and RNA. A similar effect was seen for negative

residues, to a lesser extent. These decreases could occur if the charged residue content was uniformly lower among aptamer-bind-

ing proteins, or if charged residues were disproportionately depleted in larger aptamer-binding proteins, which contribute dispropor-

tionately to the total. To distinguish these possibilities, we calculated the positive and negative charge content per protein (defined as

r+ = n+
prot / Nprot and r� = n�

prot / Nprot, where n+
prot and n�

prot are the number of positively and negatively charged residues in a given

protein, respectively, and Nprot is the total number of residues in that protein).

Validation of importance of protein size when analyzing charge content

For the 95 aptamer-binding proteins (PDB and Apta-Index), the average r+ = 0.12 was greater than r� = 0.11, with borderline sta-

tistical significance (p = 0.052 for a t test comparison of twomeans). For the 47 RNA aptamer-binding proteins, the average r+ = 0.13

was greater than the average r� = 0.11 (p = 0.026 for a t test comparison of two means), with 29 proteins being overall positively

charged and 18 overall negatively charged. Although the total number of negatively charged residues in this subset (2050) is greater

than the total number of positive residues (2021), the average charge per protein tends to be positive, indicating that smaller proteins

contain disproportionately more positive residues.

Comparison of structures with ligands vs. without ligands

We considered whether highly ordered charged ligands, such as ions, may counter simple trends in electrostatics. We therefore

compared the aptamer-protein structures in the PDB that contain ordered ligands with those lacking ordered ligands. With one

exception (PDB: 1OOA), RNA-binding proteins lacking ordered ligands were positively charged (8 out of 9 complexes), as expected.

However, for five RNA-binding proteins with ordered ligands, two were positively charged (Figure 1A and Table S3). There were too

few complexes involving DNA aptamers to draw a conclusion about the role of ligands. Although the number of complexes is small,

these findings suggest that tightly bound cations might sometimes fulfill the electrostatic role of positively charged residues for

RNA-binding.
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Identification of interfacial residues and solvating residues
Residues composing the protein-nucleic acid interface for 19 protein-aptamer structures (14 RNA aptamer-protein complexes and 5

DNA aptamer-protein complexes from the PDB; Table S1) were identified as follows. Among these complexes, two of them (PDB ID:

3AGV and 3ZH2) contribute two non-redundant interfaces, yielding a total of 21 different interfaces. We define the positive (or nega-

tive) charge content at each protein-aptamer interface as the number of positive (or negative) residues in the interface divided by the

total number of residues at the interface, i.e., r+
int = n+

int / Nint and r�
int = n�

int / Nint. Similarly, we define the positive and negative

charge contents in the solvating area of each protein as: r+
solv = n+

solv / Nsolv and r�
solv = n�

solv / Nsolv, where n+
solv and n�

solv are the

number of positively or negatively charged solvating residues, and Nsolv is the total number of solvating residues.

To analyze the interfaces and solvating areas in the different complexes we used PDBePISA [106] (Protein Interfaces, Surfaces and

Assemblies) from the European Bioinformatics Institute, (http://www.ebi.ac.uk/pdbe/prot_int/pistart.html). PDBePISA is an interac-

tive tool to explore macromolecular interfaces and perform calculations of structural and chemical properties of macromolecular

surfaces and interfaces [106]. For a selected interface, we identified the involved residues and the solvation energy (DG) contributed

by each residue to the complex. In PDBePISA, interfacial residues are defined as those with solvation energy different from zero

(DG s 0), and we further define ‘solvating residues’ as those that lower the solvation energy of the complex (DG < 0).

Most of the complexes were composed of only two molecules, a protein and an aptamer, generating only one interface between

them (PDB: 1EXY, 1ULL, 4PDB, 484D, 1EXD, 3DD2, 4M4O, 3UZT, 1AHO, 4HQU, 4NI7). In some cases, the complexes were

composed of more than one protein and one aptamer, generating two or more interfaces between them (PDB: 2RSK, 3AHU,

5MSF, 3AGV, 3ZH2). In some cases, the complex was composed of either several biological assemblies that form an asymmetric

unit (PDB: 1OOA, 4M6D) or by several asymmetric units that form a biological assembly (PDB: 5MSF, 3EGZ), forming several inter-

faces that are similar but not identical. Table S2 summarizes the total number of interfaces per complex. In these cases, we compute

average quantities for all similar interfaces from the same complex, such that all complexes are weighted equally in overall metrics. In

our analysis of charged residues, if multiple equivalent interfaceswere present in the samePDB structure, we averaged the frequency

of charged residues among the interfaces, such that only non-redundant interfaces are included (i.e., each distinct interface is equally

weighted in the average).

Relationship between interfacial and solvating residues and charge

We calculated that 46%of the interfacial residues are solvating and 34%of the interfacial residues are charged (26%are positive and

8% are negative), so one would expect around 15% of the charged interfacial residues to be solvating if charge is independent of

solvation effect. However, in fact, 68% of the charged interfacial residues are solvating, indicating that charged residues have a

disproportionate solvating effect. Positively charged interfacial residues are more likely to be solvating compared to negatively

charged interfacial residues (72% versus 54%). Conversely, 50% of the solvating residues are charged (compared with 15% as

the random expectation), and the majority (81%) of these are positively charged, again indicating that charged residues (particularly

positively charged residues) lower the solvation energy of aptamer-nucleic acid complexes.

Amino acid composition of the expected protein surface
Although the entire protein is usually not present in the PDB structure, we estimate the frequency of each amino acid at the

surface (fsurf) for the entire protein based on the empirical Schein scale [110], si
bur (%). We calculated the fraction of amino acids

of type i expected to be exposed on the surface as si
exp = 1 - si

bur (%) / 100. For each protein, the number of times that amino

acid i was expected to be present at the surface (Ni
surf) was calculated as Ni

surf = Ni
prot $ si

exp, where Ni
prot is the number of

times i is present in the whole protein. Thus fsurf was approximated as Ni
surf /

P
i Ni

surf.

To estimate the composition of the non-interfacial surface, we first estimate the expected composition of the surface based on the

amino acid composition of the whole protein and the Schein scale. Then, we subtract the composition of the known interface, which

leaves the estimated non-interfacial surface, for which the biophysical properties can be calculated.

Propensity of amino acid types at the interface and solvating region
Preliminary consideration of general trends

We expect that amino acids that contribute to RNA or DNA binding would follow the general increasing trend of fprot < fsurf < fint < fsolv,

and amino acids that are generally unfavorable for interaction should show the opposite trend. We find an increasing trend for the

positively charged residues (Arg and Lys), and, to a lesser extent, for two polar residues (Asn and Gln) (Table S4). We find a

decreasing trend for a negatively charged residue (Glu) and two nonpolar residues (Leu and Val) (Table S4). While these qualitative

trends are suggestive, it is also possible that an amino acid important for interactionwith RNAwould be over-represented at either the

interface or among solvating residues without following this trend. Therefore we focus on propensity as follows.

Propensity

To determine whether the amino acid is over-represented at the interface or solvating region, one might calculate the ratio of fint (or

fsolv) to fprot. However, these ratios could merely reflect the tendency of an amino acid to be present at the surface in general, rather

than at the protein-aptamer interface. To control for this effect, we calculate the ratio of fint (or fsolv) to fsurf, which we define as the

propensity of amino acid i to be present at the interface or solvating area (pi
int and pi

solv). Thus we define ‘propensity’ to represent

the tendency of each amino acid to be present in the interface or the solvating region. The propensity was calculated as the ratio
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of the observed frequency at the interface or solvating area to the frequency at the expected surface of the protein. The propensity of

amino acid i to be present at the interface or solvating area (pi
int and pi

solv) is:

pint
i =

Nint
i

�P
iN

int
i

Nsurf
i

�P
iN

surf
i

psolv
i =

Nsolv
i

�P
iN

solv
i

Nsurf
i

�P
iN

surf
i

whereNi
int andNi

sol are the number of amino acids of type i at the interface or solvating region, respectively, and Ni
surf (the number of

amino acids of type i at the surface) is estimated using the expected surface, as described above.

To determine whether a particular propensity value is significantly different from 1 given the spread of values among different com-

plexes, we implemented a statistical bootstrapping method. This procedure (method B1) consists of simulating propensity values for

each amino acid through random sampling of the calculated propensities for each complex. We generated 1000 random samples

and then computed the 95% confidence interval of the mean bootstrap.

To determine whether the propensity of an amino acid in a given protein is significantly different from its propensity in a randomly

selected subsequence of the same protein, we implemented a second bootstrapping procedure (method B2). For each protein,

knowing the number of residues at the interface, we selected 1000 random subsequences (having the same number of contiguous

amino acids as the true interface) and computed the propensity of each amino acid to be in these subsequences. The distribution of pi

for the random samples created a null expectation. We calculated statistical significance for whether the true value differed from the

random subsamples.

Propensity using abundance vs. ASA

We defined the propensity of an amino acid as the ratio of its abundance in interfacial (or solvating) residues to its expected abun-

dance at the surface. Propensity has been previously calculated as the ratio of its frequency in the ASA (accessible surface area) of

the interface to its frequency in the ASA of the protein [8, 111]. Although the ASA-based method could give a more accurate

quantification of the propensity in theory, a major caveat is that the ASA is only calculable for those residues whose crystallographic

structure has been resolved (not for truncated or disordered regions of the protein). All of the proteins of the aptamer-protein com-

plexes studied here possessed regions that were not represented in the crystal structure. Quantifying propensity based on ASA

values for the incomplete protein could lead to artificial biases of unknown magnitude and direction because the in vitro selection

of aptamers was conducted against the whole protein. Indeed, a comparison of propensity at the interface, calculated by ASA versus

by expected frequency at the surface, demonstrates significant differences (Figure S3). Nevertheless, both types of calculation sup-

port the over-representation of Arg and Lys and the under-representation of Leu and Val among interfacial residues.

Propensity of dipeptide sequences

An analogous analysis was performed to calculate the propensity of dipeptide sequences, but no propensities were found to be sta-

tistically different from 1; this is likely because the dataset is small compared to the large number of possible dipeptide sequences.

Classification of interactions
To analyze and classify the different types of chemical interactions, we used ENTANGLE [16]. ENTANGLE identifies hydrogen bonds

if the donor and acceptor atoms are within a distance of 3.9 Å, the hydrogen (inferred position) and acceptor are within a distance of

2.5 Å, and the donor-H-acceptor angle is > 90�. Ionic interactions are identified if two atoms of opposite charge are within a distance

of 7 Å (i.e., Arg and Lys with phosphate backbone) and do not meet the criteria for hydrogen bonding. ENTANGLE identifies pi-pi

stacking interactions if the center-to-center distance between aromatic amino acid side chain and the base of the RNA is < 3.8 Å

with a dihedral angle of < 30�. Hydrophobic interactions are identified between non-polar atoms that are < 5 Å apart. Van der Waals

interactions are identified if the distance between the atoms is less than the sum of the two atoms van der Waals radii plus 0.8 Å.

ENTANGLE cannot analyze alternate conformers for amino acids or many modified nucleotides, so this analysis was limited to 8 pro-

tein-RNA aptamer complexes (PDB: 1EXY, 100A, 1ULL, 5MSF, 2RSK, 3AHU, 484D, 4PDB and 4M6D). All the error bars correspond

to the standard error of the data across multiple protein complexes.

Bioinformatic analysis of biophysical properties of protein sequences in protein-aptamer complexes
We characterized biophysical properties for each protein using several scales. Each scale assigns a numerical value to each type of

amino acid in order to estimate various biophysical properties. To calculate properties along a sequence, values are calculated for

each residue within a sliding window and then averaged. A window size of 5 to 7 is appropriate for finding hydrophilic regions that are

likely to be exposed on the surface and may potentially be antigenic, and window sizes of 19 or 21 will make hydrophobic, mem-

brane-spanning domains stand out clearly (typically > 1.6 on the Kyte & Doolittle scale) [105]. Initially, we computed our results on

a window size of 11 residues. Then, we decreased the window size (to 5 and 1) and computed the correlation coefficient (R2) between

the values calculated for different window sizes for the same property. For RNA-binding proteins, R2 for any biophysical property

between a window size 11 and a window size 1 was found to be greater than 0.9. Thus, we performed our subsequent calculations

using a window size of 1, which allows us to also calculate the same biophysical properties for the expected surface of the protein

(i.e., with an estimate of composition but without precise knowledge of the order of residues on the surface). We normalize values

from different scales so that they range from 0 to 1, to facilitate comparison of the results obtained with different scales.

To estimate biophysical properties of an expected surface of a protein, we first calculate the number of each amino acid i on

the expected surface for each protein, Ni
surf, and then compute the biophysical properties of the expected surface using its
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composition and a window size of 1 residue (i.e.,
P

i Ni
surf bi, where bi corresponds to the value of a certain biophysical property for

residue type i).

To estimate biophysical properties along the non-interfacial surface, we calculate the number of amino acid i in the non-interfacial

surface as Ni
nonint = Ni

surf - Ni
int for each protein, and then compute the biophysical properties of the non-interfacial surface using its

composition and a window size of 1 residue (i.e.,
P

iN
nonint
i bi, where bi corresponds to the value of a certain biophysical property for

residue type i).

The PDB files (including FASTA files available at the PDB) usually contain information for only a fragment of the protein (for which

the structure was solved), so the sequences of entire proteins were extracted from the Universal Protein Resource (UniProt) [112]. For

every analysis we perform on protein sequences, we have used the entire sequence. As before, error bars correspond to the standard

error of the data across multiple protein complexes.

Molecular dynamics simulations of selected complexes
To understand the energetic contribution of interfacial interactions, we ran molecular dynamics (MD) simulations of the complex with

explicit water and spherical boundary conditions. For each complex, the interaction energies between the protein and nucleic com-

ponents were calculated during the stable phase of the simulations. The complexes that were simulated are PDB: 1EXY, 1OOA,

1ULL, 2BU1, 2RSK, 2V2T, 3AHU, 3HXO, 3ZH2, 4M6D, 4PDB, 5MSF and 484D. These complexes were chosen because they do

not contain additional ligands (e.g., small molecules).

The molecular systems were built from the original complex PDB files, using the program VMD [107]. Every complex was solvated

by placing it in a water sphere large enough to ensure that the smallest distance between its surface and any atom from the complex

was at least 10 Å. Na+ and Cl� ions were added to the system to ensure electric neutrality, and the resulting molecular systems had

radii ranging from 22 Å to 55 Å. Once the solvated complexes were prepared, MD simulations were performed using NAMD [108]. The

energy of each system was minimized before heating it up to 300 K and the systems were equilibrated for 1 ns at 300 K. All the sim-

ulations were performed using the CHARMM 27 force field [109].

For each simulation, the RMSD (Root Mean Square Deviation) of the structure along consecutive trajectory frames was used to

monitor the stability of the system. Since the complexes were relatively stable during the last 200 ps of the equilibration phase,

the 20 structures corresponding to this period were used for the energy calculations (1 frame per 10 ps). This analysis was done using

the plugin NAMDEnergy of the program VMD [107].

These structures were also used to categorize the different interactions between amino acids and nucleic acids at the interface, as

well as the contribution from each amino acid residue to each type of interaction. Using VMD [107] we identified hydrogen bonds and

ion-pair interactions between protein and aptamer at the interface for each complex. Hydrogen bondswere identified if the donor and

acceptor atoms were within a distance of 3 Å and the donor-H-acceptor angle was sufficiently linear (> 130�). Ionic interactions were

identified if two atoms of opposite charge were within a distance of 3 Å. We classified the interactions into three mutually exclusive

groups: 1) hydrogen bonds between pairs of atomswith the same charge sign or in which at least one atom of the pair is non-charged

(i.e., primarily H-bond character), 2) ionic interactions between pairs of atoms with opposite charge signs and a nonlinear donor-

H-acceptor angle (i.e., primarily ionic character), and 3) hydrogen bonds between pairs of atoms with opposite charge signs (i.e.,

mixed H-bond and ionic character).
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