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Some half-century ago Pauling (1, 2) proposed that the
lowering of the activation energy in enzyme catalysis stems
from the enzyme’s affinity for the transition state exceeding
it’s affinity for the substrate. This proposal has great popular
appeal and has served as the basis for the design of transition
state based inhibitors and for inducing catalytic activity in
various molecular templates (3-5). Recent investigations,
however, have brought into focus the contributions of thermal
motions and ground state conformers associated with the
Michaelis complex to the rate of enzymatic reactions (6, 7).
A description and analysis of the enzyme-substrate complex
characteristics are a focus of this review.

The pseudothermodynamic cycle of Scheme 1 has been
used to calculate the equilibrium constants (1/KTS) for binding
of various transition states by their respective enzymes. This
simple cycle is subject to overinterpretation. The numerical
value calculated forKTS [)(knonKm)/kcat] is one measure of
the efficiency of catalysis and, therefore, is dependent on
all factors in the enzymatic and nonenzymatic reactions. For
instance, in the comparison of the difference of the free
energy of interaction between E and S versus E and TS, one
must take into account differences in the free energy of
interaction of the solvent environment with S and TS in the
presence and absence of E (7).

Wolfenden observed that the ratios ofkcat/knon, for a series
of enzymatic reactions, are determined primarily byknon and
that values ofkcat reside in a rather narrow range (Figure 1)
(3). That the narrow range of logkcat values does not correlate

with the much larger range of logKTS (slope 0.16) (6) is
contrary to Pauling’s proposal that the tighter the enzyme
binds the transition state the greater the rate of catalysis.
Unexpectedly, it is logknon which shows a strong dependence
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FIGURE 1: Comparison of the relationship ofKTS with the enzymatic
reaction rate constant,kcat, and with the uncatalyzed solution or
reference reaction rate constant,knon. Rate and equilibrium constants
are defined in Scheme 1.

Scheme 1
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upon log KTS (slope -0.95) (6). As knon decreases the
efficiency of catalysis (KTS) increases such that values of
kcat span a defined range (10-106). This may be indicative
of the need for metabolic processes to function within a
defined time period so thatkcat must fall within this time
period for an enzymatic reaction to be useful.

Preorganization and ActiVation Parameters in Intramo-
lecular and Enzyme Catalysis.The increase in rate when a
bimolecular reaction is converted to a first-order reaction
by bringing the reactants together in a complex or a
compound depends on the preorganization of the resulting
complex or compound. The decrease in∆Gq may be reflected
in changes of both enthalpy and entropy terms. The narrow
range of enzymekcat constants is reflected in a narrow range
of associated values of∆Hq. This is shown in Table 1, which
lists ∆Hq for both spontaneous (pH-independent) first-order
reactions in water (knon) and related single substrate enzyme
reactions (kcat) (3, 8). Values ofT∆Sq average-4.6 and-4.0
kcal/mol at 25°C for the enzymatic reactions and for the
spontaneous reactions, respectively. The change in∆Hq

predominates over that forT∆Sq in the determination of∆Gq

for these enzymatic reactions. This finding does not support
the concept that enzymatic reactions are generally entropy
driven (9). Entropic contributions might be expected to be
more pronounced for multiple substrate-enzyme reactions
(10). This remains to be examined experimentally. A
compensation in the two terms has been anticipated (11).

Perhaps the most powerful insights into the question of
the importance of transition state binding (12) vs ground state
effects comes from modern computational methods. An
understanding of the dependence of the efficiencies of both
intramolecular and enzymatic reactions upon structural
preorganization requires examination of the time-dependent
dynamic motions and conformational structures of ground
states compared to transition states.

The relationship between the observed rate constants and
molecular structure for a series of intramolecular reactions
which share a common transition state (TS), but differ in
the preorganization of the ground state, has been investigated
through computational methods (stochastic search with
molecular mechanics for the ground state and semiempirical

plus ab initio quantum mechanics for the transition state).
These reactions involve intramolecular nucleophilic displace-
ment of RO- from -COOR by-CO2

- to provide cyclic
anhydrides-C(dO)OC(dO)- (7, 13, 14). In order for the
reaction to take place, ground state conformers which closely
resemble the transition state (near attack conformers, NACs)1

must be formed. NACs may be considered as turnstiles
through which the ground state must pass to enter the
transition state. The geometry of a NAC for this reaction is
shown in Chart 1.

By knowing the structures of all ground state conforma-
tions and their energies, the mole fraction (P) of conformers
present as NACs was derived for each carboxylate monoester
using the Boltzmann distribution equation (13). In Figure 2
the log of the rate constant for cyclization can be seen to be
a linear function of logP. Thus, the∆Gq of each intramo-
lecular reaction is directly dependent on the fraction of
ground state conformations present as NACs. The differences
in P for the various reactions reflect the extent of preorgan-
ization of the structures. The better the preorganization, the
larger the population of reactive near attack conformers.

The extent of preorganization was found to be dependent
upon the enthalpy for NAC formation (∆H°) rather than
phase space entropy (T∆S°). Upon comparison of the reaction
activation parameters for the analogous bimolecular esteri-
fication of a carboxylic acid by an alcohol to those for the
intramolecular lactonization, the advantage of the intramo-
lecular reaction was found to reside in∆Hq rather than in
T∆Sq (15). Thus, the kinetic advantage of proper preorgan-
ization in the construction of the intramolecular reactant is

1 Abbreviations: E‚S and E‚TS, enzyme-substrate and enzyme-
transition state complexes, respectively; NAC, near attack conformers
(conformers of substrate and active site functional groups which closely
resemble the transition state, reactive conformers);P, mole fraction of
ground state conformers that are present as NACs; MD, molecular
dynamics; DHFR, dihydrofolate reductase; H2F and H4F, dihydrofolate
and tetrahydrofolate, respectively; NAD+ and NADH, oxidized and
reduced nicotinamide adenine dinucleotide; SN2, second-order nucleo-
philic displacement on carbon; SN2(P), second-order nucleophilic
displacement on phosphorus; AdoMet,S-adenosylmethionine; M.Hhal,
cytosine methyl transferase fromHaemophilus haemolyticus.

Table 1:a Enthalpies of Activation for Enzyme-Catalyzed (kcat) and
Nonenzymatic (knon) Reactions

reaction ∆Hq (kcat) ∆Hq (knon)

yeast OMP decarboxylase 11 44.4
urease 9.9 32.4
bacterialR-glucosidase 10.5 29.7
staphylococcal nuclease 10.8 25.9
chymotrypsin 8.6 24.4
chorismate mutase 12.7 20.7

a See ref 8.

Chart 1

FIGURE 2: Log of the relative rate constants (krel) for anhydride
formation from mono-p-bromophenyl esters vs the log of the
probability (P) for NAC formation of each monophenyl ester of
the various dicarboxylic acids.
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a function of enthalpy.
Use of Molecular Dynamics To ProVide Descriptions of

Enzyme Substrate (E‚S) and Enzyme Transition State (E‚TS)
Structures. Sampling of the conformational space of an
enzyme-substrate complex (E‚S) can be accomplished by
molecular dynamic (MD) simulations. To do so requires
coordinates ofe2 Å resolution. For very efficient enzymes
the structural preorganization might be such that the mole
fraction (P) of near attack conformers (NACs) in E‚S
approaches unity. This might be brought about by a sudden
change of active site geometry upon binding S (16). The
occurrence of only small populations of NACs among the
ground state conformations of a given E‚S may be due to
the presence of many E‚S conformations which do not differ
greatly in energy. The finding of a small mole fraction of
NACs does not mean that these structures are necessarily at
a higher energy content than the average E‚S conformation.

There have been a small number of MD calculations of
NAC populations in enzyme reactions. On a nanosecond time
scale the mole fraction of NACs formed in the E‚S complex
of catecholO-methyltransferase is estimated at 7.6% (17)
while for the DNA-cytosine methylase M.Hhal the value
of P is ∼1% (18). Similarly, a low mole fraction of NACs
(1.5%) is found in the formate dehydrogenase-formate-
NAD+ complex (Figure 3) (19).

For the thermodynamically more difficult redox reactions
catalyzed by nicotinamide-dependent enzymes, the mole
fraction of NAC conformations is believed to be much
higher. For dihydrofolate reductase ca. 20% of the NADPH‚
H2F‚DHFR complex is in a productive conformation over a
10 ns period. The immediate product complex (NADPH‚
H4F‚DHFR), however, is<10% in a reactive conformation
over the same time period (20). In the reduction of pyruvate
by NAD(P)H at the active site of dogfish lactate dehydro-
genase NACs represent a mole fraction of>50% (21).

“Bulky amino acid side chain(s)” located on the face of
the NAD(P)H distal to the substrate is (are) observed in a
number of NAD(P)H enzymes (lactate dehydrogenase, Ile249

and Val36; dihydrofolate reductase, Phe102; malate dehy-
drogenase, Ala245 and Leu157; glyceraldehyde-3-P dehy-
drogenase, Ile12 and Tyr317; horse liver alcohol dehydro-
genase, Val203) (21). The normal wagging motion of 1,4-
dihydropyridines (Chart 2) is directed away from the bulky
amino acid side chain(s) such that the anisotropic motion is
toward the substrate and the hydrogen to be transferred (HS

or HR) is in a quasi-axial position allowing closer approach
of reactants (Chart 3, Figure 4). Both semiempirical and ab
initio calculations suggest that this quasi-boat arrangement
(Chart 3) results in a decrease of activation energy for hydride
transfer by 4-5 kcal/mol when compared to planar NADH
(20). With horse liver alcohol dehydrogenase, reduction in
the size of the bulky amino acid side chain (Val203) results
in a decrease in the rate of hydride transfer (23). The log-
(kcat/Km) decreases in a linear fashion with an increase in
the MD-derived closest contact distance between reactants
in single 203-position mutant structures (Figure 5) (22). The
bulky substituents, thus, promote NAC formation. This
dependence of rate on distance is anticipated and may
contribute to the hydrogen tunneling observed for this class
of enzymes (22-24).

The structure of NACs may differ considerably from the
average conformations of E‚S in an X-ray crystallographic
structure due to crystal packing forces or interactions between
enzyme structures in the crystal. A case in point is the self-
cleavage of the RNA hammerhead ribozyme (25). In an
unconstrained nanosecond MD simulation in water, the
hammerhead, with Mg2+ ligated to thepro-R oxygen of the

FIGURE 3: Plot of the virtual angles of approach between formate
and nicotinamide [(NAD+)C4-(formate)H1-(formate)C1] vs the
distance between the formate hydrogen (H1) and C4 of NAD+ for
each of∼9500 conformers sampled in the MD simulation of the
ground state E‚S of formate dehydrogenase. The conformers
characterized by distances between reacting centers ofe3.2 Å and
virtual angles of 130-180° (box at the top left corner) represent
NACs.

Chart 2

Chart 3

FIGURE 4: Anisotropic bending conformers of the NADH in the
HLADH ‚NADH‚PhCHO complex from MD simulations. The
anglesRC and RN represent the bending out of plane for C4 and
N1, respectively.
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phosphodiester bond to be cleaved, undergoes conformational
changes which allow formation of NACs. These NACs,
which are present up to 18% of the time (26), allow the inline
SN2(P) attack of (C17)ribose-2′O- on the 3′-phosphodiester
phosphorus with displacement of (A1.1)ribose-5′O-. NAC
formation follows the turning out of the C17 nucleobase and
a flip of the ribose conformation from C3′-endoto C2′-endo.
These changes are possible, in part, because interactions
within the crystal structure are removed.

Up to this point, we have considered the ground state
conformations which are formed after bringing together of
reactants in intramolecular and enzymatic reactions and the
influence of active site’s preorganization on the formation
of reactive conformations (NACs). Further considerations
relate to the characteristics of enzymes that assist the
conversion of a E‚NAC to E‚TS. Because chemical reactions
within E‚S complexes generally occur on a millisecond time
scale, there is sufficient time for many conformational
changes to occur that could induce the reaction. However,
because the NAC conformations are so similar to the
structure of the TS, it is not expected that the protein will
undergo significant changes in structure on conversion of
E‚NAC to E‚TS (19). Only minor changes in side chain
orientation and in the position of water molecules are
contemplated (19). The organization of the enzyme structure
places the amino acid side chains, which will be involved
in the formation of the TS (general bases, general acids,
nucleophiles, and the solvent milieu), in correct position on
formation of the E‚NAC complex (6, 27). The reorganization
energy of orienting polar groups in the conversion of E‚NAC
to E‚TS is small, relative to the reaction in solution (28, 29)
because the dipoles are already fixed in the NAC to interact
with the TS. To this, we would add that changes in electron
densities on conversion of NAC to TS will be correlated
with changes in the lengths of electrostatic interactions with
enzyme functional groups. From this perspective, extending
the lifetime of the transition state, which in a chemical
reaction is about 10-13 s (30, 31), through protein domain
motions is unlikely because the only changes in structure of
the protein, aside from water migration, on E‚NAC conver-
sion to E‚TS, are the lengthening and shortening of electro-
static and dipolar interactions.

Just as the conformations of substrate and enzyme in the
E‚S complex can be simulated by MD calculations so may
the E‚TS complex, providing that the geometry and charge
distribution of the enzyme-bound TS is known. Isotope

effects determined at many atoms of the substrate allow
calculation of the TS structure. For a particular type of
mechanism, such as some SN2 reactions (32), the relative
kinetic isotope effects are insensitive to the solvent environ-
ment, and hence, the structure of TS is not dependent on
the surrounding dielectric. In such a situation, it would be
fair to assume that the TS in E‚TS could be approximated
by the ab initio gas-phase TS. Ab initio calculated TS
structures should resemble the TS of the enzyme reaction
when the experimental and calculated heavy atom (13C/12C
and 15N/14N) isotope effects are the same. The calculated
and experimental values of13C/12C, as well as3H/1H, are
the same for the catecholO-methyltransferase reaction (33).
Alternatively, one may calculate enzyme-bound transition
state structures using programs in which the force field of
the enzyme is expressed by molecular mechanics (MM) and
the reaction trajectory and TS structure are computed by
quantum mechanics (QM) (34). Calculations with standard
ab initio and semiempirical QM methods do not provide
contributions of tunneling (H- and H+) to the activation
energy (35); however, the contribution does not greatly affect
∆Gq (36, 37).

The rates of many polar reactions, however, are markedly
influenced by the dielectric and structure of the solvent in
which the reactions are carried out. There may be large
changes in solvation of a substrate upon transfer from water
to the interior of an enzyme (29). Consequently, a significant
amount of catalysis may be accounted for by a preorganized
active site environment complementary to the TS that avoids
the large solvent reorganization energies of the solution
reaction (5, 26, 38). Removal of the solvent reorganization
energy lowers the activation energy and is conceptually
different than lowering the activation energy by binding the
TS. When conducive to lowering the barrier for reaction,
the active site of a given enzyme may be almost hydrocarbon
in nature. Alternatively, arrangement of polar side chains
and peptide bonds may be such that the active site is a
heterogeneous polar matrix providing prearranged electro-
static interactions with the substrate and transition state. For
SN2 displacement reactions, involving negatively charged
nucleophile and leaving group, the calculated gas-phase
transition state structures do not differ from those determined
in solution (32, 39), although the rate constants are 1011-
1017-fold greater in the gas phase (40) (Table 2). The decrease
in rate in solution is related to an increase in the polarity of
the solvent (ε) as well as the ability of the solvent to form
hydrogen bonds with reactants (i.e., hindrance of reaction
by solvation of reacting centers).

We will now review the results of computation analysis
applied to several enzymes. TheXanthobacter autotrophicus
haloalkane dehalogenase reaction features nucleophilic attack

FIGURE 5: Catalytic efficiency (kcat/Km) of HLADH as a function
of close contact distance between C4 of NAD+ and C7 of PhCH2-
OH for wild-type Val203 and single point mutants. Values ofkcat/
Km are from the literature (19, 21), and the distances are from MD
simulations.

Table 2: Solvent Dependence of the SN2 Reactiona

Cl- + CH3Br f ClCH3 + Br-

solvent dielectricε
relative rates

(cm3 molecule-1 s-1)

gas phase 1 1.0
Me2CO 20.7 10-10

DMF 38.3 10-11

CH3OH 32.6 10-15

H2O 78.4 10-16

a See ref 40.
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by Asp124-CO2
- upon 1,2-dichloroethane to provide

Asp124-CO2-CH2CH2-Cl + Cl- (41-43). The substrate
is surrounded by 14 nonpolar amino acid side chains. The
catalytic influence of this enzyme revolves around the
creation of NAC structures in the Michaelis complex. In the
preorganized active site the carboxylate nucleophile of
Asp124 is held in place in the NAC structure by hydrogen
bonds involving two backbone amide hydrogens of Glu56
and Trp125 and a water molecule. The 1,2-dichloroethane
is maintained in the gauche conformation needed to form
the TS, and the Cl- substituent to be displaced is hydrogen
bonded to the indole NH of Trp125. On formation of the
transition state the hydrogen bond between water and the
caboxylate nucleophile is lost while a new hydrogen bond
between the incipient leaving Cl- by Trp175 is formed. The
lyophobic surrounding of the active site lowers the internal
dielectric and ensures the hydrogen bonds from the four
HN< functions to be sufficiently strong. The additional
hydrogen bond, involving Trp175, present in the TS has only
a moderate influence on rate (44). Transition state binding,
as compared to NAC binding, cannot be responsible for the
full catalytic advantage of this enzyme. The single electro-
static interaction present in the TS that is not present in the
ground state (Trp175) is balanced by an interaction in the
ground state (H2O) that is not present in the TS.

Identical reasoning can be applied to the reactions
catalyzed by staphylococcal nuclease and orotidine-5-mono-
phosphate decarboxylase that have the largest rate accelera-
tions measured to date. In both cases, calculations have
shown that the model solution reaction rates can be increased
by >1017 by desolvation of substrate and preorganizing the
active site by strategically placing weak acids and/or bases
in the low dielectric environment (45).

MD simulations of both ground and transition states are
possible with formate dehydrogenase since the structure of
the TS is known from the identity of calculated and
experimental isotope effects (loc. cit.). In the E‚NAC, there
are a total of 11 electrostatic interactions with the formate
and nicotinamide of NAD+ (18). The 11 electrostatic
interactions persist in E‚TS. The nature of the 11 electrostatic
interactions on going from E‚NAC to E‚TS differs in that
the bifurcated hydrogen bonds between the positively charged
guanidino group of Arg284 and the negative formate oxygen
lengthen by∼0.4 Å and the hydrogen bond between the
nicotinamide amide carbonyl oxygen and the imidazole of
His332 decreases by∼0.5 Å. These changes are expected
since the negative charge on the formate carboxyl oxygen
is diminished (eq 1) upon conversion of E‚S to E‚TS and

the electron density of the nicotinamide amide carbonyl is
increased (Scheme 2). This observation supports the state-
ment “substrate ground state-enzyme interactions and
transition state-enzyme interactions in general often differ
by only the increased dipolar nature of the bond undergoing
transition within the active site” (6). The simulations show
that the transition state in formate dehydrogenase is not held
by the enzyme more tightly than the ground state NAC, and
the enzyme can distinguish between NAC and TS structures.

The carbamoyl synthetase small subunit catalyzes the
hydrolysis of glutamine [NH2C(O)-R] by a two-step mech-

anism, involving attack of Cys269-S- to provide a tetra-
hedral intermediate which gives way to the thioester Cys269-
S-C(O)-R followed by hydrolysis of the latter. Crystal
structures of the E‚S complex of an analogue model of the
tetrahedral intermediate and of the thiolester product of the
first step of reaction allow the comparison of 10 electrostatic
interactions during the reaction (45). The separation within
their electrostatic interactions differs little in going from
reactants to intermediate to ptoduct. On this basis it has been
concluded that this reaction is not driven by transition state
binding.

The source of the enormous rate acceleration (estimated
at 1016) (46) by the enzyme catecholO-methyltransferase
appears to be related to the enzyme’s ability to desolvate
the substrate and orient the two reactants into a NAC. This
conclusion is strongly supported by both molecular dynamic
simulations and ab initio computations. The placement of
enzyme side chains in the E‚TS and E‚NAC is essentially
the same. In the absence of enzyme, the ab initio gas-phase
reaction faces an activation barrier of 22-23 kcal/mol, and
similar activation barriers have been observed in solution
for the methylation of phenol by models of AdoMet (47).
However, a dramatic reduction of the activation barrier to
3-5 kcal/mol was found when the ab initio optimized ground
state structure was replaced by a NAC (48).

MD simulations of E‚S and E‚TS indicate that the three
active site residues, Met40, Tyr68, and Asp141, assist in
positioning the AdoMet so that the methyl group is in the
vicinity of the catecholate oxygen to provide a NAC.
Interestingly, MP2/6-31+G(d,p) calculations showed that all
three residues interact more strongly with the ground state
than with the transition state (48). The placement of the
catecholate oxygen nucleophile and AdoMet methyl group
and their distance apart are affected by a correlated clamping
motion of the catecholate and Tyr68 so as to form a NAC

NAD+ + H-CO2
- f NADH + CO2 (1)

Scheme 2
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by pushing the reactants together (17). These studies support
a lack of preferential transition state binding in the catechol
O-methyltransferase reaction.

Enzymatic Binding of Transition State Analogues and
Transition States. Evidence presented so far contradicts the
general precept that the catalytic efficiency of enzymes
requiresthe tighter binding of transition states compared to
ground states. For the few enzymes examined, the reactive
ground state conformers (NACs) and transition states exhibit
comparable overall electrostatic interactions at the active site.
Studies with so-called “transition state inhibitors, mimics,
or analogues” have been offered in support of the transition
state binding precept. The observation that experimental
values of log Ki for transition state inhibitors show an
apparent correlation with logkcat/Km has been invoked as
supporting the Pauling hypothesis, but we note that the
correlation does not extend tokcat (49).

Transition state mimics, by definition, must incorporate
all of the substrate elements within a single molecule for
bimolecular and higher order reactions and, thus, enjoy a
more favorable binding to an enzyme than the individual
components. The equilibrium constants for binding of
transition state analogue inhibitors, in such reactions, may
not reflect interactions of the enzyme’s active site with the
transition state. Even with enzymes whose rate-limiting step
approaches substrate diffusion, there are examples of transi-
tion state inhibitors whose binding is multistep, involving
slow conformational changes and very slow on and off rates.
Perhaps an analogy is slipping one’s foot into or out of a
shoe when the laces are tiedsthe on and off rates are slow.

As we noted earlier, determination of the intrinsic kinetic
isotope effects at multiple sites on the substrate permits a
description of the transition state structure for the enzymatic
reaction and the calculation of the molecular electrostatic
potential at the transition state surface (3, 8). Evidence that
the active sites of enzymes are electrostatically and sterically
complementary to transition state structures has been ob-
tained from the comparison of the molecular electrostatic
potential surfaces of transition states and transition state
analogues. For the two enzymes that use the common
nucleotide substrate, adenosine monophosphate, nucleotide
hydrolase, and purine nucleoside phosphorylase the electro-
static potential surface of the TS more closely matches that
of transition state analogues rather than substrates (12). That
the surfaces of the active site and transition state are
complementary is to be expected just as is the complementary
relationship between NAC and the active site with both
NACs and transition states being accommodated by simply
adjusting the distances for electrostatic and dipolar interac-
tions.

A large class of enzymes are responsible for cleavage of
bonds to the C1 of cyclic hexose and ribose moieties. These
reactions involve neutral substrate and products but positively
charged oxocarbenium ion transition states. Oxocarbenium
ions cannot form in a low dielectric without a neighboring
negative counterion, so that positioned in these active sites
are one or two carboxylate anions. Positively charged TS
inhibitors bind tightly at the active site because of the shape
and their electrostatic attraction to the carboxylate counter-
anions (12). To ascribe the electrostatic catalysis of the
formation of oxocarbenium ion TS as catalysis by enzyme
tight binding of the TS is imprecise and rather misleading.

Compare to the enzyme-catalyzed methyl transfer reactions
of AdoMet in which a highly charged ground state gives
way to a TS in which there is annihilation of charge and a
backing off of enzyme substituents (38, 50). A better
understanding of the importance of TS inhibitors to the
problem should be made by comparing MD simulations of
the E‚S, E‚TS inhibitor, and E‚TS complexes for enzymes
such as purine nucleosidase (51) and hypoxanthine-guanine-
xanthine phosphoribosyltransferase (52).

Protein Dynamic Motions and Efficiency of Enzyme
Catalysis.Almost 60 years ago Kramers suggested (with
some freedom of language) that dynamic fluctuations are
used by enzymes to organize the initial enzyme-substrate
complex into a reactive conformation and that fluctuations
away from the average ground state configuration lead to
passage through the transition state (53). From the MD
investigations reported here, we know that the Brownian
motions at the active site give rise to NACs. These random
thermal motions will eventually cause the transformation of
NAC to TS, as in nonenzymatic reactions (54). Of great
interest at present is the influence of motions directed at great
distances from the active site in the formation of the transition
state. Following the formation of NACs, in which reacting
centers are at∼3 Å separation, by the enzymes stochastic
thermal motions, one can easily imagine that a sudden
correlative motion initiated at a distance from the active site
moves the reacting centers toward each other by 0.2-0.3
Å.

NMR studies have been used to examine (55) correlated
motions on a time scale ranging from∼30 ps to 6 ns. Slow,
large-scale conformational fluctuations occur on the micro-
second to millisecond time scale (see ref56 and literature
provided therein). These slow conformational fluctuations
pertain to domain motions and should have little to do with
catalysis involving efficient enzymes. Transmission of mo-
tions to remote portions of an enzyme has been observed
(57, 58) by MD simulations that also duplicate correlated
intramolecular motions measured by NMR and X-ray (59,
60). From the nature of the motions it has been inferred that
they are important for catalysis (61-63).

It has been estimated that MD simulation of a protein of
moderate size should be extended to about 100 ns to sample
all conformations (64). MD simulations of E‚S complexes
in explicit solvent have been carried out to 10 ns (20) while
the majority of studies only extend to 1 or 2 ns. There is, at
present however, little direct evidence as to how enzymes
use correlated motions in catalysis. Theoretical treatments
have been offered which explicitly recognize the role of
protein dynamics in the treatment of hydride transfer
reactions and tunneling (56, 62).

Correlated motions are believed to decay over a correlation
length of 4-8 Å (65). However, the dynamic motions of
the âF,âG loop observed for the dihydrofolate reductase-
folate complex (59), by 15N NMR, are linked to the active
site over a distance of∼13 Å. In the dihydrofolate reductase
reaction, this correlative motion is profoundly associated with
the various steps of the catalytic reaction that transforms
substrate to product. A single point mutation Gly120Val
disrupts the normal frequency motions of theâF,âG loop
and, likewise, interferes with the conversion of the initial
ternary enzyme-substrate-cofactor complex to the Michae-
lis complex, so that this step becomes partially rate limiting
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relative to the wild-type enzyme, reducing the hydride
transfer step by ca. 500-fold. Molecular dynamics calcula-
tions, however, reveal that the fraction of substrate molecules
existing as NACs within the ternary complex is the same
for both the mutant and the wild-type enzyme (66). One
interpretation of the collective data is that correlated motions
in this region of the protein are acting to increase the
frequency of barrier crossing and may contribute several
orders of magnitude to increasing enzyme turnover ef-
ficiency.

Conclusions.The two concepts most applied when dis-
cussing the efficiency of enzymes as catalysts are (i) enzymes
lower the free energy barrier in catalysis by having a
considerably greater affinity for transition state (E‚TS)
compared to ground state (E‚S) and/or (ii) enzyme catalysis
is principally driven by the gain in entropy over the
comparable nonenzymatic reaction. Recently generated
evidence calls into question the universality of these two
precepts. The value of the constantKTS should not be viewed
as a true measure of the dissociation constant for E‚TS
(Scheme 1) but as an estimate for the efficiency of enzyme
catalysis due to all those entities involved in both the
nonenzymatic and the enzymatic reaction (solvation, etc.).
The increase in rate constants in comparing a number of first-
order spontaneous reactions in water to their enzyme-
catalyzed counterpart has been found, experimentally, to arise
in the change of enthalpy of activation (∆∆Hq) rather than
the entropy of activation (∆T∆Sq).

The preorganization of the enzyme active site to promote
the formation of NACs is a critical component of enzyme
catalysis. In an example of intramolecular reactions involving
a common transition state, the efficiency of this preorgani-
zation is reflected in the ground state enthalpy (∆H°), and
the differences in the rates of reaction due to preorganization
are determined by∆Hq. At best, one must prove experimen-
tally that an increase inT∆Sq is mainly responsible for the
efficiency of a given enzyme.

In the computational examination of enzyme catalysis, the
favored procedure is to use molecular dynamics (MD) to
examine all conformations of E‚S. Those conformers for
which the reacting atoms are at a distance of combined van
der Waals radii (at ambient temperatures) or∼0.4 Å less
and angles within(15° of the bonding angle in the transition
state are the reactive ground states (NACs). The population
of NACs within E‚S can be easily calculated. The MD-based
generation of a large family of E‚S structures including NACs
is preferable over a quantum mechanical optimization of a
bimolecular complex as the latter neglects protein environ-
ment and produces only a single structure. When the structure
of the transition state can be deduced from kinetic isotope
effects, MD simulations of E‚TS will provide those confor-
mations of the enzyme that will support the transition state.
From a comparison of E‚NAC and E‚TS structures one can
determine differences in ground state and transition state
binding by enzyme. Further, by use of QM/MM calculations
and umbrella sampling one may calculate the free energy
difference between NAC and TS. Finding that E‚S exists
only a small portion of the time as a NAC does not mean
that NAC structures are at a higher energy level than the
average E‚S structure because of the many conformations
of E‚S with like stability. This feature is difficult to portray
in a two-dimensional reaction coordinate diagram. For a

given enzyme, the difference in structure of NAC conforma-
tions is small, but these small differences may be reflected,
to some extent, in the generation of transition states which
also differ slightly in structure (51).

For the few enzymes for which ground state and transition
state enzyme conformations have been examined by MD
simulations [catecholateO-methyltransferase (33), formate
dehydrogenase (19), and Xanthobacter autotrophicusha-
loalkane dehalogenase (42)], it is found that transition state
binding by enzyme is comparable to ground state binding
of NACs. Thus, in these cases marked preferential binding
of TS over ground state NACs is not requisite for catalytic
activity. It remains to be seen how various enzymes will
divide into classes distinguished by the relative contributions
of ground versus transition state to catalysis, and this remains
a fertile field for exploration.

The establishment of correlative motions in enzymes has
led to speculations as to their role in catalysis. Correlative
motions appear to participate in the formation of NACs in
the catecholO-methyltransferase E‚S complex and in the
rate of turnover of dihydrofolate reduction. The blocking of
such motion, as in the case of the dihydrofolate reductase-
folate complex, by a single mutation imposes profound
changes on all steps of the reaction and has stimulated the
belief that correlative motions can provide a thermal activa-
tion activity (66).

Epilogue. It is appropriate to provide a retrospective of
the thoughts concerning “the driving forces” in enzyme
catalysis as they have evolved during the last 50 years. The
term propinquity (proximity) was applied by Lumry (1959)
to the driving force in enzyme catalysis brought about by
bringing the substrate and active site together, thereby
increasing (i) the collision frequency of reactants (entropy)
or (ii) the holding together of reactant in a restricted geometry
(enthalpy) (67). The enthalpy-driven NAC formation now
appears to be of major importance. The terms “proximity
effect” and “propinquity effect” were also applied by us to
studies of intramolecular reactions designed to model enzyme
catalysis (ref68 and citations therein; ref69, Chapter 1).
When originally reported, the order of the rate constants of
the intramolecular reactions of Figure 2 was rationalized in
terms of manipulating ground states to force the reactant
terminals together. The rate enhancement of 108, over the
numerical value of the rate constant for the bimolecular
reaction (Figure 2), was proposed to arise from a transition
from an extended to a closed conformation within the series
of dicarboxylic acid nonesters, with the latter being close in
structure to the transition state. As others have observed, there
is no general need to postulate “different chemistry” (70). It
was concluded (in 1960) (71) that the numerical rate
enhancement of 108 “point to the tremendous enhancement
of rate that an enzyme could achieve byfixing the reacting
species in asteric conformation closely resemblingthat of
thetransition statefor the reaction”. Menger was to reiterate
this proposal of holding the substrate in a reactive conforma-
tion some quarter century latter (72-74). It is gratifying that
modern computational results support the intuitive conclu-
sions of 40 years past.
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